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Summary

An effective scheduling strategy is critical for achieving better performance in

real-time stream processing systems. How to quickly and efficiently process real-time

data stream is always challenging, especially when clusters are collaborating in a

Geo-Distributed computing environment. To address these challenges, we propose

an elastic scheduling strategy with Latency Constraints in Geo-Distributed stream

computing environments called Lc-Stream. This article discusses our work from the

following aspects: (1) An optimized data stream redirection method that is proposed

based on queuing network algorithm, along with a computing resource model, a latency

constrained scheduling model and a communication energy consumption model. (2) An

updated node selection method based on the inter-layer task correlation, to reduce the

communication latency between groups at the executor granularity. (3) A network clus-

ter distribution for Geo-Distributed computing environment to ensure energy saving

under low transmission latency. Experimental results show that compared to R-Storm,

Lc-Stream reduces total latency by over 19% and increases throughput by over 37%

in typical cross-domain multi-task topologies. Compared to Ts-Stream, Lc-Stream also

reduces total latency by over 15% and increases throughput by over 21%. At the same

time, it helps to balance the load among the systems and avoid overuse of compute

nodes.

K E Y W O R D S

geo-distributed stream computing, latency constraints, load balancing, resource scheduling,
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1 INTRODUCTION

The era of big data brings us rich data resources and challenges to big-data processing, particularly to large-scale stream data processing. Many

stream data processing tasks such as financial investment and commodity trading have specific requirements to obtain the results in a real-time

manner.1 These requests make the real-time streaming systems widespread adopted by many big companies like Twitter, Google, Amazon, Groupon

and Netflix.2

Unlike traditional data processing systems that store and process static data periodically, streaming processing systems are expected to pro-

cess data when resources are available. Batch data processing is one of the main methods to process big data streams in the early stage due to

its efficiency. The data are collected beforehand and processed by programs at once. That is, the batch data processing is not real-time or near

real-time. Another issue is that latency is generated in the data processing phase, often causing partial results that may not be useful in many appli-

cations. To solve these problems, real-time streaming systems usually adapt efficient batch-orientated approaches and monitor data items as they

arrive simultaneously.
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The performance of a real-time streaming system is measured by the logical correctness of the operations and whether the result is generated

on time.3 The system needs to complete all the required operations within a specific pre-determined time slot responding to external or internal, syn-

chronous or asynchronous communication. If the time constraints are not met, the system error still occurs. Thus, the real-time streaming systems

can be used to identify and process discrete events within a pre-defined time range.

Common big data real-time stream computing systems such as Storm,4 Spark Streaming5 and Flink6 play an important role in many fields, includ-

ing online system monitoring,7 mobile sensing data processing8 and the Internet of Things,9 financial risk control,10 recommendation systems,11

and threat detection.12

Storm is a relatively low latency real-time distributed stream processing framework that comes with a default scheduling scheme. Storm uses

a pooling method in its allocation process, which often causes load skew.13 Besides, uneven resource allocation could increase latency and reduce

throughput, resulting in low system efficiency.14 At the same time, the waiting time caused by the communication between nodes is also easily

ignored. There is no single system that could perfectly solve these problems so far.

At the same time, due to the widespread distribution and diverse geographical locations of data production platforms, geo-distributed collab-

oration is particularly important in data processing. Communication latency within geo-distributed clusters, especially in larger clusters, and their

energy consumption lead to a certain degree of waste, which directly or indirectly affects efficiency. Therefore, our research aims to provide a rea-

sonable and effective optimization model and scheduling strategy in geographically distributed environments to ensure low latency, low energy

consumption and high throughput for the system.

Motivated by the above issues and problems, an elastic scheduling strategy with Latency Constraints (Lc-Stream) is proposed. It aims to improve

the efficiency of a real-time steaming system from the following three aspects:

• An optimized data stream redirection method that is proposed based on the queuing network algorithm, as well as a computing resource model,

a latency constrained scheduling model and a communication energy consumption model.

• A modified node selection method based on the relevance of the task, to reduce the communication latency between groups at the executor

granularity.

• A network cluster distribution constructed in a Geo-Distributed streaming computing environment, to measure energy saving schemes and

ensure low transmission latency.

The rest of the article is organized as follows: Section 2 explains the Geo-Distributed environment and the related work in resource scheduling

study. Section 3 identifies three main problems addressed in this work. Section 4 introduces the proposed Lc-Stream framework and the corre-

sponding optimization algorithms. Section 5 presents the experiment settings and evaluation results. Section 6 concludes the entire article with

future work.

2 RELATED WORK

In this section, we summarize two broad categories of related work: Geo-Distributed environment and resource scheduling in stream processing.

2.1 Geo-distributed environment

Big data processing applications require the analysis of large amounts of data generated in a geographically distributed manner.15 For example, the

geographic distribution of social network users is very wide, often requiring the analysis of massive data generated rapidly across multiple data

centers, in order to provide reliable and low-latency services (such as interest-based recommendations) to users.16

A Geo-Distributed environment refers to a technical architecture that uses computers and communication technologies to connect computer

systems located in different geographical locations, in order to achieve functions such as data sharing, collaborative work, and service provi-

sion. It usually consists of multiple nodes scattered across different geographic locations, communicating and collaborating through networks.

Geo-Distributed clusters support hybrid and multi-cloud scenarios, and improve high availability beyond single-cluster multi-region deployment.17

Geo-distributed clusters are usually considered for remote deployment.18 Proper deployment and resource scheduling can effectively improve

system efficiency. In practical scenarios, due to security and cost considerations, some services and data cannot be placed on all physical machines.

Intensive communication and collaboration are required between nodes. In summary, geographically distributed clusters are a powerful computing

architecture that can meet the needs of users well.

In recent research, the primary focus of scheduling studies in geo-distributed environments has been to achieve low cost, low latency, and high

throughput. Hu et al.19 proposed a new task scheduling algorithm called Flutter, which considers both network budget constraints and data center
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geographic distribution to schedule tasks closer to the data. This reduces task processing time, network traffic, and related network costs. However,

there is still room for load balancing improvements. Li et al.20 developed an M/M/C queuing theory model to address the issue of job scheduling

by considering the idle and busy states of the cloud. They derived optimal job arrival rates using Lagrange multipliers. This approach achieved load

balancing in job scheduling, reduced response time, and improved throughput. However, they did not take into account the network cost. Two years

later, Li et al.21 proposed a new data placement strategy based on dynamic RDD weights in Spark. In the case of multi-task scheduling with multiple

nodes, nodes with strong computing power are selected to place tasks. Li et al.22 introduced a Lagrange Relaxation method for the data placement

problem in geographically distributed environments. This method comprehensively considers multiple factors to minimize data transmission time.

They also designed a fault-tolerant scheduling model to selects the best nodes by considering task execution time and energy consumption.

Russo23 proposed a framework for organizing adaptation using a hierarchical control approach within geographically distributed infrastructure.

Their approach involves a decentralized strategy based on reinforcement learning for elastic scaling in geographically distributed environments.

This work also considers heterogeneous environments. Chen et al.24 proposed a transformation-based software allocation algorithm with the goal

of minimizing cost, taking into account the characteristics and price heterogeneity of software among geographically distributed data centers. This

algorithm can improve cost efficiency and reduce communication.

Geo-distributed cloud computing is slightly different from streaming computing. The studies mentioned above are closely related to stream

processing, but there is limited research that combines geo-distributed environments with stream computing. This article bridges the gap by merging

geographically distributed environments with stream processing to refine the scheduling problem.

2.2 Resource scheduling in stream processing

Improving the efficiency of large-scale and bound computing in current stream computing environments is a popular topic in the last decade.

Through a parallel computing system composed of multiple processors (i.e. multi-core processor cluster), an effective scheduling strategy can

improve system efficiency and reduce resource waste. While increasing the overall phase rate of the system, which refers to the rate at which the

system as a whole processes tasks or computations, issues such as whether the load of each part of the system is skewed or whether the communica-

tion overhead between groups is too large remain unresolved. The default scheduler uses a polling allocation method, which means task allocation

is relatively random. When planning worker resources, it must be allocated to the maximum extent that may be required during the runtime of each

worker. If the content of a single worker is large, operations such as heap dump may cause the worker busy for a long time. In extreme cases, if the

worker is time out, then the supervisor kills that worker immediately.

Many efforts have been put to find out the best resource scheduling methods in the past decade. In 2013, Aniello, Baldoni and Quer-

zoni25 proposed two advanced general-purpose schedulers for Storm to improve the performance of various topologies. The first one is a static

scheduler. It works offline by analyzing the topology and adjusting the deployment. The second one is a dynamic scheduler. It improves per-

formance by continuously monitoring system performance and rescheduling the deployment during runtime. A monitoring module is added to

collect the Tuples transmission rate, judge the load level of executors based on the rate value, and then sort them in descending order. One

year later, a new storm framework with a load monitoring module and an optimized scheduler was proposed to store the collected informa-

tion in database, called T-Storm.26 The core component of the system is the traffic-aware online scheduling algorithm. Specific conditions can

be set. Once the conditions are met, the Executor is assigned to the corresponding Slot, and the traffic-aware online scheduling is used to speed

up data computing. In addition, T-storm supports hot-swap scheduling algorithms and timely adjustment of scheduling parameters, which is

transparent to users.

R-storm was proposed to provide a resource-constrained scheduler.27 It resources (memory, bandwidth and CPU) for mathematical mod-

eling, abstract into a three-dimensional space. The multi-dimensional resources are used to improve the accuracy of scheduling decisions. The

breadth-first search algorithm is used to traverse and sort the components. Although R-storm performs better than the default scheduling method,

it cannot control the performance when CPU sharing occurs.28 Meanwhile, Fu’s team proposed a dynamic resource scheduler for real-time analyt-

ics over fast streams based on the current workload to avoid wasting resources or failing to deliver correct results on time.29 Wang et al. 30 further

expanded their work to address three challenges: modeling the relationship between allocated resources and query response time, finding the best

placement of resources, and controlling the overhead of measuring system load to a minimum. The model uses Er-lang and Jackson network models

and effectively analyzes and summarizes each operator.

Recently, Tantalaki et al.31 developed a pipeline-based linear scheduler that handles one-to-many allocation through a communication refine-

ment algorithm and a mechanism. They use a general topology-aware formula for matrix transformation task assignment and scheduling problems.

Ts-Stream32 is also a topology-aware scheduling strategy. It consists two modules: the first module uses Laplacian to partition the topology graph,

while the second calculates the node selection method. Sun et al.33 proposed an energy efficient and runtime-aware framework. They modeled

the stream application, resources, and energy consumption, formalizing the scheduling problem. But they didn’t take into account communication

between the data. Eskandari et al.34 proposed a heuristic scheduling method to effectively reduce the communication cost by fully utilizing and con-

solidating cluster resources. Hadian et al.35 investigated the problem of elasticity and scaling decisions and proposed a method named ER-Storm to
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TA B L E 1 Comparison of between Lc-Stream and related work.

Parameter

Related work

Lc-Stream32 33 34 35 36 37

Latency constrained ✓ ✓ ✗ ✗ ✓ ✓ ✓

Status management ✓ ✓ ✓ ✓ ✓ ✓ ✓

Border strategy ✓ ✓ ✓ ✓ ✓ ✗ ✓

Prediction strategy ✗ ✗ ✗ ✓ ✗ ✓ ✓

TA B L E 2 Description of main symbols used in the Lc-Stream models.

Symbol Description

𝜆n Arrival rate

𝜆0 Initial arrival rate

𝜇n Processor processing rate

𝜇0 Initial processing rate

𝜆e Effective arrival rate (number of tuples entering executor per unit time)

Corr Distance-latency correlation

Gd Fround distance

VGd Distance variance

𝜌 System load

pn System steady state distribution

p0 System initial state distribution

Lk Average queue length of worker node

Wk Average waiting time of the data tuple

Tlatency Communication latency

Vlatency Latency variance

suppress the communication overhead and select the appropriate worker node to host the relocated operator. Farrokh et al.36 proposed a scheduling

algorithm for SP-Ant, which uses ACO algorithm to find the desired assignment of working nodes by the executor by considering local optimization

and following the global optimization strategy at the same time, so as to find the optimal assignment of operators. This method also applies to het-

erogeneous clusters. Zhang et al.37 proposed a prediction method to address the problem of data stream fluctuations by forecasting the trend of

data stream fluctuations in the next time window for cluster optimization of resource allocation. Unfortunately, using deep learning models for pre-

diction introduces additional overhead. In order to achieve fair network usage and reduce latency, the scheduling method proposed by Salem et al.38

runs on a group of senders and receivers, and channels the distribution of large-capacity data streams with high throughput, so that streams from

the same observation time are quickly gathered in the compute nodes.

To summarize, the above studies provide valuable insight into the challenges and potential solutions for scheduling problem in distributed sys-

tems. Besides, the comparative parameters of the research should be improved to have a reasonable allocation of resources, to achieve low latency

and high through put with high CPU availability and workload, and to provide suitable measurements for different scheduling requirements. The

summary of the comparison between our work and the closely related work is given in Table 1.

3 PROBLEM STATEMENT

Three main problems are particularly considered in this work: (1) the division of computing resources, (2) latency constrained, and (3) the

communication model of cross-regional clusters. This section elaborates these three issues.

We summarize the notations used in this article and their descriptions in Table 2.
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(a) (b)

Component 1 Component 2

Logical structure

Physical structure

Component 1 Component 2

Logical structure

Physical structure

F I G U R E 1 Different ways of assigning tasks.

3.1 Computing resource model

When modeling real-time data computing, it is very common to mix a large amount of data and complex computing. Because of the characteristics

of real-time data streams and irregular reception and processing, it is hard to understand the scale of date and the number of resources required.39

It results in resource shortage and data stream congestion, and slow processing speed. Resource allocation with hindsight will naturally consume

a lot of unnecessary time, thereby affecting the system’s overall performance. For systems that require real-time feedback, low latency becomes a

key issue.

At present, most task allocation models are basically based on two schemes: allocating tasks according to the availability of worker node

resources, or create optimal subgraphs according to the correlation of task’s topological graph for node selection. Our idea is to design and imple-

ment a new algorithm for task selection. A task selection method with higher fault tolerance should be able to monitor the resource occupancy of

one node through a monitoring module. The communication between tasks includes related tasks with more intensive communication and unre-

lated tasks with less or no communication. The task identification id is set to distinguish whether they are related. When the worker node’s resources

are sufficient, related tasks are placed on the same worker node for processing, otherwise the node with the most resources will be selected to take

over. The maximum resource usage limit can be set to ensure communication latency while avoiding overloading a single worker node.

As shown in Figure 1A, Storm’s default scheduling mechanism uses polling to schedule and allocate tasks. It distributes tasks equally to each

worker node. This distribution does not consider latency optimization. The assignment of related tasks in upstream and downstream components

to different worker nodes will bring communication pressure to the system. This is an important reason for the high cost of communication between

nodes and processes. The ideal method to assign tasks is to place related tasks on the same worker node.

Figure 1B, it is an ideal scheduling task distribution strategy. It divides tasks according to their relevance. Associated tasks are processed in

the same worker node. In the case of limited resources, if tasks can be allocated according to the available resources of each physical machine, the

higher availability of CPU of each node and the overall load balance of the system can be achieved. Assigning tasks to the same worker node can also

optimize the communication cost between nodes.

The problem is how to manage the resources of each node in a unified manner, so that tasks can be allocated properly according to the resource

consumption condition.

3.2 Latency constrained scheduling model

The second model we consider is the Latency constrained scheduling model. It is an improved queuing network model. The queuing network model

is a mathematical model obtained by quantifying real-time passenger stream and the number of service stations. By analyzing the relationship

between customer arrival rate and service rate, we can get the best service strategy.40 We change it into a latency constrained scheduling model to
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solve the scheduling problem for real-time data streams. The model is applied by treating passenger stream as data stream and service station as

executor. It makes it more suitable for the operation of the computing system, so as to obtain a more reasonable scheduling strategy.

Assume that the arrival rate and processing rate of an executor can be calculated by (1) and (2).

𝜆n =
𝜆0

(n + 1)a
, n = 0,1,2 … , (1)

𝜆n is the arrival rate. 𝜆0 is the initial arrival rate. a is fixed value which is related to the actual model initialization state and usually satisfy a < 0.

𝜇n = 𝜇b
𝜇1, n = 1,2 … , (2)

b is fixed values which is related to the actual model initialization state and usually satisfy b > 0. 𝜇n is the processor processing rate. 𝜇0is the initial

processing rate. Consider the processing model of each executor: 𝜌, pn,p0 can be calculated by (3),(4) and (5).

𝜌 = 𝜆

𝜇
< 1, (3)

pn =
𝜌n

n!
p0, n = 1,2, … , (4)

p0 = e−𝜌, (5)

where 𝜌, pn and p0 represent the system load, the system steady state distribution and the system initial state distribution of the system,

respectively. The ratio of the arrival rate λ to the processing rate 𝜇 is the system load 𝜌. The average queue length of worker node Lk can be

calculated by (6).

Lk =
∞∑

n=0

npn =
∞∑

n=0

n𝜌n

n!
p0 = 𝜌, (6)

pn is calculated by (4), p0 is calculated by (5), and ρ is the result of final simplification. Effective arrival rate 𝜆e (the number of tuples entering the

executor per unit time) can be calculated by (7).

𝜆e =
∞∑

n=0

𝜆

n + 1
pn = 𝜇(1 − e−𝜌). (7)

The average waiting time of the data tuple Wk can be calculated by (8).

Wk =
Lk

𝜆e
= 𝜌

𝜇(1 − e−𝜌)
. (8)

The above equations show a basic dependency model for a single worker node. It provides the arrival rate 𝜆n and processor processing rate𝜇n of

a topological tuple on a single worker node. Among them, Formula (6), (7) and (8) are important parameter indexes in Lc-stream model. The current

load and steady-state distribution of the system are obtained from the arrival rate and processing rate. And then calculate the average queue length

Lk , for system executor quantity proportion adjustment index. Because the processing capacity of a single node is limited, so need to compute the

length of the tuple to be processed per unit time and the effective arrival rate 𝜆e. 𝜆e as another important reference index, can derive the average

waiting time Wk .

After determining the queuing network model for a single worker node, we add a complex model for cluster scheduling. The entire cluster

includes multiple worker nodes. Through what we do on a single worker node, the best or lowest processing latency range can be obtained. A moni-

toring module is introduced to track the tuple arrival rate and processing rate for each worker node. The monitoring module monitors node resource

usage, allocates resources, and prevents worker nodes from being overloaded. Therefore, it can control the allocation of each worker node and the

ideal latency constraint through the allocation of node resources and the assignment of tasks to nodes. In this way, the latency of the entire system

can be optimized.

3.3 Energy consumption model

Due to different origins of data streams, it is common to have the system run in a cross-regional cluster mode. When considering latency, the com-

munication latency between networks should not be ignored. As network is a more common factor that influences the communication latency, we
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mainly consider the high-latency issues caused by the server distance and network congestion. Our aim is to effectively and reasonably plan the

low-latency and high-throughput task processing and scheduling scheme for cross-regional clusters.

Given that the correlation between distance and latency is a first-order linear relationship, the transmission latency between different hosts is

measured by the smallest sending and response time of data packet. It is represented by (9):

T = t(i, j) ⇔ t(i, j) = min
(

t1 + t2 + · · · + tj

)
, (9)

where t1 + t2 + · · · + tj are the sending and response time of data packet. T is the transmission latency. Where i and j indicate adjacent server nodes.

In consideration of communication latency, we mainly control energy consumption by selecting server nodes and servers processes on the server

nodes. The ultimate goal is to ensure normal work and load balance with sufficient resources, and use the least number of nodes. To enhance the

correlation of distance latency, we introduce the classic definition of correlation between latency variance and distance variance. In the article,

we improve the basic distance-latency correlation formula and derive a latency correlation expression method for the entire network topology.

The energy consumption is directly related to the distance latency of the entire network topology. Therefore, the energy consumption is indirectly

measured through the correlation. The metric can be expressed by (10):

Corr =
cov

(
Tlatency,Gd

)
√

Vlatency + VGd

, (10)

where Corr is the distance-latency correlation, Tlatency is the communication latency, Gd is the ground distance.
√

Vlatency + VGd and VGd are the latency

variance and the distance variance, respectively.

In our real-world environment, there are more than 3 servers in each resource center, making it more helpful to study the latency of a center and

the latency of these far apart resource centers. While aiming at reducing latency and improving efficiency, energy consumption can also be optimized

accordingly. As is an online real-time processing platform, Storm’s long-term service support inevitably puts pressure on energy consumption. When

the resources are sufficient to meet the processing requirements, we restrict the energy consuming resources. As the energy consumption costs

generated by different distant nodes are also different, in our designed scheme, unnecessary waste of energy costs is avoided to the best extent.

To choose an appropriate regional node and a reasonable number of regional node servers, we focus on the priority and judgment conditions of

regional nodes.

As the communication cost influenced by bandwidth might be unstable, we use Round-Trip-Delay-round-trip (RTD) latency to represent the

communication latency between remote nodes. To communicate with the target node, connection is to be established in the same time interval as

sending a request. After the target node receives the request, it immediately responds to estimate the RTD of the pre-established connection. RTD

latency consolidates the time series list, sorts Physical machine in each resource center in descending order according to the response time, judges

the latency of the unused area nodes at that moment, and establishes connections with the first nodes in the time series table.

In terms of energy consumption, we perform simple data packet merging to save energy. A server with available resources and low network

communication latency receives tuples after the merge. Our data package contains task stream, node id and valid data. After the task streams are

merged, an appropriate worker node is selected through Lc-Stream scheduling. Only the servers participating in the topology processing will be

considered for energy consumption. We choose as few servers as possible for the same topology processing, and make predictions about the worker

node and number of server nodes to reduce the scheduling time. In general, when the CPU resources are sufficient and satisfy the condition of load

balancing, energy consumption can be lowered.

In order to obtain the overall correlation relationship among distance, latency and energy consumption of the entire topology network, we

derive the formula as shown in (11) and (12):

Corr =
na∑

i=1

cov
(

Tlatency,Gdi

)
√

Vlatency + VGd

, (i = 1,2, … , na), (11)

E ∝ Corrn𝛼, (12)

where Corr is the distance-latency correlation, Tlatency is the communication latency, Gd is the ground distance, n𝛼 is the length of data path, and Vlatency

and VGd are the latency variance and the distance variance, respectively. The correlation Corr can be described by a classic correlation. We use E to

represent the energy consumption of the topological network.

4 LC-STREAM SYSTEM AND SCHEDULING STRATEGY

This section introduces the algorithms that implement the Lc-Stream scheduling strategy while considering the communication and workload during

system runtime.
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Custom Scheduler

Monitoring
module

Rou�ng table

ZOOKEEPER
(Hearbeat, status informa�on, storage and sharing)

Task
Assignment

Topology
submission

supervisor

executor executor

Worker node

Database

/storm/assignments/
<topology-id>

Nimbus

/storm/assignments/
<topology-id>

F I G U R E 2 Lc-Stream overview.

4.1 Lc-Stream framework

Figure 2 presents an overview of the Lc-Stream system. Nimbus is mainly responsible for resource scheduling and task allocation. Supervisor

receives Nimbus’s task allocation and starts and stops worker processes (the number is set by the configuration file), worker runs a process that

specifically handles component logic.

ZOOKEEPER provides a distributed coordination mechanism used to coordinate the work of all the nodes in a Storm cluster. ZOOKEEPER

creates data when assigning tasks to the Topology for the first time. It stores the task information assigned by Nimbus to the Topology, including

the local storage directory of the Topology on the Nimbus host and the assigned Supervisor machine to the hostname. To monitor each executor,

ZOOKEEPER records which worker each executor is running on and the startup time of each executor. The worker node’s data are then updated

during the running process, and the worker will execute the tasks assigned to it according to the task assignment information saved in Database.

In addition, a monitoring module is introduced to monitor the arrival rate 𝜆 of the data stream and the processing rate 𝜇 of tuples for the execu-

tion program and store them in the routing table. The storage structure is a map collection with the node number as the key and the rate as the value.

We deploy our Lc-Stream scheduler algorithm in the “Custom Scheduler” of the storm system.

4.2 Resource allocation

Task is a basic logical execution unit in Storm.4 When a topology finishes traversal and starts to run, the number of tasks cannot be changed. According

to the Lc-Stream scheduling strategy, different physical machines have different IDs, and the executors hosted by the same physical machine provide

the same physical machine ID. The maximum number of executors is set in the configuration file of each physical machine. These executors are

numbered in the executor filter pool, stored in descending order, and allocated by the Lc-Stream scheduling strategy. In the context of a distributed

streaming environment, tasks of the same type occupy the executors of the same physical machine. CPU resources are distributed among the worker

nodes on different physical machines. Redundant tasks are redistributed according to the actual load status (the specific load status is introduced in

Section 3). For the executor of each worker node, a “use” status bit is added as a mark. This marking method divides the executors according to their

usage of resources mainly based on the number of occupied cpu. For example, the unavailable is 1, the available is 0. As we mentioned in Section 3.2,
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Executor id 111

Executor id 120

Executor id 130

Executor id 210

Executor id 221

Executor id 231

Executor id 240

.

.

.

.

.

.
Physical 

machine A

Physical 

machine B

.

.

.

Resource pool

120

130

210

240

F I G U R E 3 Resource labeling schematic.

use the monitoring module to monitor resource occupancy. The system resource threshold is set. An overloaded executor does not participate in

the sorting in Figure 3.

Figure 3 is an example. In machine A, there are three executors with id 111, id 120 and id 130. There are four executors in machine B with id

210, id 221, id 231 and id 240. The third digit of id is the status signal bit. As can be seen, executors with id 111, id 221 and id 231 are not available.

The remaining ids are available executors. Reclaim these available executors into the resource pool.

To recycle the resource pool of the executors used, its status is changed from 1 to 0, and the flag becomes available. The host ID and executor

keep unchanged. When picked from the resource pool, the reused executor is allocated according to the specific conditions of the system, and the

allocation is only based on the CPU resources consumed by each physical machine in the system. Algorithm 1 describes the process:

Algorithm 1. Resource allocation algorithm

Input: operator set Ni{i = 1,2, … , k}, DAG.

Output: operator sorted set

1. or each Ni in DAG do

2. n← the number of executors

3. end for

4. /*Assign an id to each executor. Define the serial number of the server. Sorted by resource allocation in descending order.*/

5. for each Eid do

6. Eid ← concatenate pid, eid and sid

7. sid =0 or 1

8. {}← sorted set of executors

9. end for

10. /*Check whether the executor is available*/

11. if eid< emax || sid =0 then

12. Eid ← choose the right node

13. while pid == physicalid do

14. 𝜌 = 𝜆∕𝜇
15. p0 = 𝜌
16. end while

17. end if

18. return sorted set of executors{}
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10 of 22 SUN ET AL.

The input of the algorithm includes the application DAG (Directed Acyclic Graph) and the operator set Ni{i = 1,2, … , k}, and the output is

the logical solution after resource allocation. We first assign an id to each executor and define the serial number of the server in step 6. Based on

the current resource allocation of the server where the executors are located, the executors on each physical machine are sorted in descending

order in step 8. The id is recorded in the resource pool in sequence, a state bit is added to each executor, and the state is set as available. Finally,

according to the availability of executors in the executor resource pool and the degree of resource occupation, tasks are selected for allocation from

step 11 to 17.

By now, the tasks can consume reasonable and sufficient resources to execute the DAG in a low-latency and stable way. Although the time com-

plexity of this resource allocation algorithm is O(n) which is quite optimal, it does not consider the impact of subsequent component communication

problems, so this algorithm needs to be further improved.

4.3 Node selection

A monitoring module is added to the Lc-Stream scheduling strategy to detect the arrival rate of tuples and model the executor pro-

cessing time and the available resources in the system. According to the arrival rate and processing rate, a state-related queuing model

is adopted.

As sum that the data arrival rate is 𝜆, the processing rate of the executor is 𝜇, the resource consumption of a single executor is ck , and the arrival

rate and processing rate of the actual stream computing system fluctuate in real-time. The arrival rate and processing rate of the actual stream

computing system change in real time. For example, the arrival rate is too high, the Spout component is too stressed, and the distribution speed is

slow. Sometimes the system needs to block pulling data from the data source because CPU resources are occupied. These situations are addressed

by improving the model.

The expected value En can be described by (13).

En = ck𝜇 + WkLk = ck𝜇 + Wk
𝜆

𝜇 − 𝜆
, (13)

where Wk said the average waiting time for data tuples, Lk is expressed as the average queue length of data tuples. The worker node optimal

processing rate 𝜇∗ can be calculated by (14).

𝜇
∗ = 𝜆 +

√
W
ck
𝜆. (14)

The entire cluster E can be calculated by (15).

E = c′kk + WkL. (15)

Use the marginal analysis method to get (16).

⎧
⎪
⎨
⎪⎩

c′
k

k∗ + WkL(k∗) ≤ c′
k(k

∗ − 1) + WkL(k∗ − 1).

c′
k

k∗ + WkL(k∗) ≤ c′
k(k

∗ + 1) + WkL(k∗ + 1)
(16)

Obtain results can be calculated by (17).

ΔL = L(k∗) − L(k∗ + 1). (17)

when ΔL is the minimum obtained by satisfying the above formula, k∗ is the number of managed processors at the optimal

processing rate.

The queuing models determines the operating status of each executor, monitors the entire system, and records the load critical-

ity caused by the high arrival rate 𝜆 and the low processing rate 𝜇. Lc-Stream’s node selection algorithm optimizes and it records the

system status. If the same situation appears, corresponding scheduling can be applied directly. Algorithm 2 describes the process of

node selection.
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SUN ET AL. 11 of 22

Algorithm 2. Node selection

Input: arrival rate 𝜆, processing rate 𝜇

Output: number of managed processors k∗

1. /* Calculate the ideal processing rate for each executor*/

2. For each ei executor do

3. 𝜇
∗ = 𝜆 +

√
W
ck
𝜆

4. 𝜇 ← 𝜇
∗

5. end for

6. /* Solve forΔL by (14) and (15). The minimum value of ΔL is used to obtain the optimal number of executor.*/

7. for all k in 1,2, … ,N do

8. if c′
k

k∗ + WkL(k∗) ≤ c′
k(k

∗ − 1) + WkL(k∗ − 1) then

9. if c′
k

k∗ + WkL(k∗) ≤ c′
k(k

∗ + 1) + WkL(k∗ + 1) then

10. ΔL = L(k∗) − L(k∗ + 1);
11. end if

12. ΔL′ = min(ΔL′,ΔL)
13. end if

14. k ← number of processors

15. end for

16. k∗ = k

17. return optimal number of processors k∗

The input of the algorithm includes data arrival rate 𝜆 and executor processing rate 𝜇, and the output is an optimal number of processors k∗.

According to the arrival rate 𝜆, the algorithm calculates the ideal processing rate𝜇∗ of the node by substituting it into Equation (14), which are steps

1 to 5 in Algorithm 2. Marginal analysis is used in Equation (16) to determine the quantified range of resource consumption for a single task (from

steps 8 to 13). DifferenceΔL measure as a node selection index. WhenΔL value is smaller, suggests that at this point in the cluster resource allocation

more reasonable (from steps 6 to 16). Record the most reasonable number of executors k∗ and k∗ in this state is obtained, i.e., the optimal degree of

parallelism.

4.4 Low-latency communication based on component interaction

The number of executors in the system is enabled according to the default number of Storm. Our subsequent allocation method is based on the

actual usage of CPU resources in order to achieve the system load balance. In the scheduling process, it may be found that the associated tasks in

the upstream and downstream components in the logical structure are not allocated to the same physical machine slot or even the same physical

machine. The cost of inter-communication is too high.41

As shown in Figure 4, machine A and machine B are two worker nodes connected through the network. The executor a1 and the executor a2 are

two different executor processes, executing on the same node (machine A). Within the device a1 is the communication between threads. Figure 4

shows the communication within the cluster, including the communication between threads, between executor processes, and between remote

worker nodes.

The transmission cost between different physical machines is the highest, followed by the cost between nodes, then the cost within the same

process which is the smallest. The relevant constraints are detailed below:

E = {ei}, i = 1,2..j..,N, (18)

W = {wi}, i = 1,2..j..,N, (19)

∀i,j ∈ N, 𝜃ei ,ej

(ei ,ej∈E)
< 𝜃wi ,wj

(wi ,wj∈W)
, (20)

∀i ∈ N, LB(wi) < S, (21)
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12 of 22 SUN ET AL.

F I G U R E 4 Data transfer between executors on different physical machines.

where N represents the total number of master node and zookeeper, E and W are the set of executors and workers respectively. 𝜃 represents the

communication cost between worker nodes, LB represents the load of a single node and S is the maximum load of worker nodes.

Lc-Stream tries to put related tasks in the same process as much as possible to load balance of the CPU resources. Each physical machine has

relatively more resources to complete the above operations. When there is nothing to allocate to the same process, the resources are placed under

the same physical machine according to the host ID to minimize the communication latency caused by inter-machine transmission. Algorithm 3

describes executor allocation algorithm.

Algorithm 3. Executor allocation algorithm

Input: the average waiting time Wk , the average queue length Lk

Output: the number of executors per node after rebalancing

1. spn← split number

2. pbolt← partition bolt number

3. cbolt← count bolt number

4. /* based on the current latency*/

5. Ne = spn + pbolt + cbolt

6. Lk =
∑∞

n=0npn =
∑∞

n=0
n𝜌n

n!
p0 = 𝜌

7. Wk =
Lk

𝜆e
= 𝜌

𝜇(1−e−𝜌)

8. /* If the while condition is met, the redistribution will be carried out. */

9. While Lk > L && Wk > W do

10. If (Lk > L && k < Ne) then

11. k + +
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SUN ET AL. 13 of 22

12. else

13. k = Ne

14. end if

15. a = k

16. if (Wk > W && k < Ne) then

17. k + +
18. else

19 k = Ne

20. end if

21. b = k

22. end while

23. /* Take the minimum values of a and b to lower the adequately resourced component executor. Before this, when the data volume reached the maximum

load, the value of a or b was increased.*/

24. k = min(a, b)
25. return rebalance executors number k

Algorithm 3 reallocates executors for components with excessive pressure. When a component’s average wait time and average queue length

are too long, the system will detect the problem and make adjustments. The input includes the average waiting time Wk, the average queue length Lk ,

and the executor allocation of the current component. First, the number of executors for each component is recorded. Where, spn saves the number

of executors for distributing components, pbolt saves the number of executors for dividing components, and cbolt saves the number of executors

for counting components (from step 1 to 3). Then, calculate the average queue length and average waiting time for each component (from step 6 to

7). When Wk and Lk are greater than the critical value, the redistribution will be carried out (step 9). Where, a and b record the number of executors

respectively. In this case, the number of executors of the components with sufficient resources will be downregulated and added to the components

with high pressure (from step 8 to 21). This will reach a new equilibrium. When the data traffic continues to increase and reaches the maximum load

limit, the system selects the maximum number of executors that can be used.

4.5 Energy saving based on geo-distributed stream computing environment

Through the analysis of energy saving model, we derive an approximate relationship between distance delay and network delay estimation meth-

ods. Lc-Stream’s energy consumption optimization strategy involves selecting an appropriate server scale for the cluster while ensuring system

efficiency. The trigger time is determined based on the proportion of server CPU utilization below a certain threshold to all cluster servers, which

adjusts the number of cluster servers. Each server in the cluster starts a single thread to monitor CPU utilization and report it back to the master

node promptly. The execution process is depicted in Figure 5.

F I G U R E 5 Task distribution, CPU monitoring, and energy saving processes.
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14 of 22 SUN ET AL.

Figure 5 depicts the internal process and monitoring situation of a system server cluster after receiving distribution tasks. When the servers are

monitored to have low CPU utilization, the energy-saving strategy will be triggered. We base the process of putting some servers into sleep mode on

their task correlation and latency situation. When the number of servers with low CPU utilization under the quota accounts for a proportion of the

total cluster server ratio that is higher than the default value, the server sleep-out will be stopped. We found through multiple testing experiments

that when the server CPU utilization is below 0.25, the worker nodes will have fewer tasks to place and process. Placing these tasks on other worker

nodes will not cause significant pressure to the system. Meanwhile, we specify that Lc-stream performs energy consumption optimization when the

proportion of servers with CPU utilization below 0.25 in the system cluster reaches 0.7 of the entire server cluster.

Algorithm 4 describes energy saving algorithm.

Algorithm 4. Energy saving algorithm

Input: Cluster server CPU utilization set {}

Output: Dormancy server set {}

1. N← the total number of executors

2. n← the number of low utilization executors

3. for each ci in N do

4. if ci < 0.25 then

5. n + +
6. end if

7. end for

8. 𝜂 = n
N

9. if 𝜂 < 0.7 then

10. continue

11. else

12. while Lk > L && Wk > W do

13. {}← hibernate server

14. end while

15. end if

16. return hibernate server {}

Algorithm 4 outlines the server size adjustment process in the cluster. It takes the CPU utilization of each server monitored by the monitoring

module, as input and outputs the set of dormant servers. First, it calculates the number of executors working on the cluster server and identifies the

executors with CPU utilization below 0.25. When the ratio of such executors to the total work executors exceeds 0.7, the optimization strategy is

triggered. This ensures that the average waiting time and queue length of cluster executors remain within a reasonable range, primarily considering

system latency due to associated task allocation on the same server. Finally, it outputs the set of dormant servers.

5 PERFORMANCE EVALUATION

The proposed Lc-Stream system is implemented on top of Storm 2.1.0 in Ubuntu 20.04.1. Real-world data experiments are conducted in the Alibaba

Cloud Computing cluster. The cluster consists of 30 machines, with 1 designated machine serving as the master node, running Storm Nimbus, 2

designated as Zookeeper nodes, and the rest 27 machines as Supervisor nodes. The software configuration of Lc-Stream platform is shown in Table 3.

We submitted two topologies to the system, WordCount and Top-N, and all subsequent experiments showed both topologies running simulta-

neously in the storm cluster. In order to obtain more accurate results, our experiment was recorded from the stable operation of the system.

WordCount is an application counting the frequency of words in English text. It consists of a Spout and two Bolt. It is typical stream application

and used as the experimental topology to meet the heterogeneity requirement. The logic graph of WordCount is shown in Figure 6. Spout reads data

from an external data source (Va1) and sends a random tuple object out (s). Bolt receives the tuple object output from Spout, splits the data in the

tuple into words (Vb1), and emits the segmented words (f). Bolt receives the word array output from the previous bolt, accumulates the frequencies

of the words in it (Vc1), and outputs the accumulated result.

One Top-N DAG is submitted at the same time to the computing cluster. The logic graph of Top-N is shown in Figure 7.

According to the distribution of existing servers, we construct the topological diagram of the network, as sown in Figure 8.

We conducted comparison between Lc-Stream and R-Storm27,42 and Ts-Stream,32 as these works are recent and closely related to our research.
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SUN ET AL. 15 of 22

TA B L E 3 Software configuration of Lc-Stream.

Software Version

OS Ubuntu 20.04.1

Storm Apache-storm-2.1.0

JDK Jdk1.8 64bit

Zookeeper Zookeeper-3.4.14

Maven Maven-3.6.2

MySQL MySQL-8.0.19

Network 1Gbps

F I G U R E 6 Logical graph of WordCount.

F I G U R E 7 Logical graph of Top-N.

5.1 Process latency

As shown in Figures 9 and 10, we evaluate the main logical components (spouts or bolts) in the topology. We observe the latency for the ‘count’

operator and ‘split’ operator to examine the impact of Lc-Stream scheduling on the latency of performers.

In Figure 9, the system starts with low latency. As time elapses, after the system runs for approximately 2 min, Ts-Stream exhibits a significant

reduction in latency. In contrast, R-Storm maintains relatively high latency, while Lc-Stream’s latency starts to decrease. Once the system stabilizes,

Lc-Stream’s latency is approximately 21.5% lower than that of R-Storm and about 5% lower than that of Ts-Stream. All the three systems maintain

low latency operations. By the 7th minute, the latency fluctuations of the three are minimal, with average values of approximately 5.8 ms, 5.35 ms and

5.1 ms, respectively. After that, Lc-Stream continues to reduce latency further. In summary, when compared to R-Storm and Ts-Stream, Lc-Stream

can reduce the total system latency by 20% to 30% and 4% to 10%, while keeping nearly the same capacity.

In Figure 10, latency for the “split” operator is the lowest under Lc-Stream when compared to the other two systems. Within the first minute of

topology execution, as Lc-Stream functions to buffer data, the average latency is reduced by approximately 19.1% when compared to R-Storm and

5.9% when compared to Ts-Stream. It is conducive to the overall stability of the system. In the subsequent operation process, Lc-Stream has slight
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16 of 22 SUN ET AL.

F I G U R E 8 Network topology diagram.

F I G U R E 9 “Count” process latency of R-Storm, Ts-Stream and Lc-stream.

F I G U R E 10 “Split” process latency of R-Storm, Ts-Stream and Lc-stream.
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SUN ET AL. 17 of 22

latency fluctuations. The reason might be the change to the average arrival rate and processing rate of the data stream causes the expected value

and the parallelism changes. It is stabilized in a short time. No large latency fluctuation is caused.

5.2 System latency

We compare the system execution latency, processing latency and total system latency. The results are shown in Figures 11–13.

Figure 11 displays the system execution latency results under R-Storm, Ts-Stream and Lc-Stream. Execution latency describes the overall execu-

tion latency of a submitted topology. It includes the latency time of tuple distribution to the executor and the latency produced by the communication

of components in the scheduling process. The overall data stream stays relatively stable without big fluctuation. As we can see, both of them keep a

relatively stable state. Compared to R-Storm and Ts-Stream, Lc-Stream scheduler reduces the system execution latency by approximately 35% and

19%, respectively.

System processing latency describes the overall processing latency of a submitted topology in the system. It mainly includes the time consumed

by each executor for task processing. In terms of system processing latency (Figure 12), the Lc-stream scheduler is 28.5% and 15.5% lower than

R-Storm and Ts-Stream, respectively.

F I G U R E 11 System execution latency of R-Storm, Ts-Stream and Lc-Stream.

F I G U R E 12 System processing latency of R-Storm, Ts-Stream and Lc-Stream.
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18 of 22 SUN ET AL.

F I G U R E 13 Total system latency of R-Storm, Ts-Stream and Lc-Stream.

F I G U R E 14 Processed tuple number by R-Storm, Ts-Stream and Lc-Stream.

Total latency of a system is roughly the sum of system execution latency and system processing latency. In Figure 13, the Lc-stream scheduler

reduces the total system latency by 30.7% and 16.7% compared to R-Storm and Ts-Stream, respectively. From the above figures, it can be seen clearly

that Lc-stream scheduler outperforms R-Storm and Ts-Stream in terms of system latency.

5.3 Throughput

We take the number of tuples processed within a given period of time as an indicator to measure the system throughput. In Figure 14,

the x axis is the time range (14 min) and the y axis represents the number of tuple processed. In the beginning, the throughput

of Lc-Stream is slightly higher than that of R-Storm and Ts-Stream, but the difference is not significant. After approximately 5 min,

Lc-Stream consistently processes a higher number of tuples compared to R-Storm and Ts-Stream, establishing the highest the throughput

among the three.

The three strategies use the same number of worker nodes in the comparative experiment. Based on the analysis of the data collected by

the monitoring module, a more reasonable allocation scheme is selected. The above experiments show that our scheduling scheme can indeed
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F I G U R E 15 System throughput of R-Storm, Ts-Stream and Lc-Stream.

improve the throughput of the system. Compared to R-Storm and Ts-Stream, the throughput of Lc-Stream system is increased by 47% and

21.7%, respectively.

Similarly, we also conduct experiments on system throughput in a Geo-Distributed environment for R-Storm, Ts-Stream and Lc-Stream. The

throughput experiment is in the same environment as the system latency experiment. We recorded the changes in system throughput along with

the various latency.

As shown in Figure 15, the experimental data for throughput comparisons between R-Storm, Ts-Stream and Lc-Stream systems are recorded.

For the measurement of throughput, the experiment is calculated according to the number of tuples emitting, forwarding, executing and failing in

the tuples of the upstream and downstream components of the system. We refer to the number of successfully emitted tuples as throughput. We

recorded the data during the experiment through Storm UI. The refresh time is 1 minute. We keep track of the number of tuples per 10 minutes.

Lc-Stream consumes 34.8% and 15.8% more tuples per minute than R-Storm and Ts-Stream, respectively. Experiments show that Lc-Stream can

improve system throughput in Geo-Distributed environment.

5.4 System energy consumption

In this part, we conducted relevant experiments on the energy consumption of Lc-Stream and R-Storm in Geo-Distributed clusters. We

use the POWERTOP tool to monitor the power consumption of each of the 27 servers. Additionally, we monitor the CPU utilization of

each server individually for clarity. The performance of R-Storm and Lc-Stream scheduling strategies is compared under identical topol-

ogy and server conditions. The Lc-Stream scheduling strategy changes component (spout or bolt) parallelism by adjusting the number of

executors for each.

The CPU utilization of the 27 servers is shown in Figure 16.

Figure 16 shows the CPU utilization during the experiment for both R-Storm and Lc-Stream. Generally, higher CPU utilization corresponds

to higher power consumption and energy consumption. R-Storm maintains relatively low average CPU utilization, with the highest average CPU

utilization not exceeding 26%, resulting in a surplus of idle resources and unnecessary energy consumption. In contrast, Lc-Stream maintains CPU

utilization between 30% and 40%. Lc-Stream defines an energy consumption threshold, triggering a rebalancing mechanism when CPU utilization

is low or system latency is too high. A new allocation policy is then calculated. Starting from the 16th server, CPU utilization tends towards 0. Idle

servers are put to sleep according to the energy saving algorithm. A similar trend is observed in the power consumption (Figure 17) based on our

monitoring data.

As shown in Figure 17, the power consumption of Lc-Stream among the first 15 servers is relatively high. This is a result of increased

CPU power consumption. But for the entire system, 12 servers are put to sleep during the operation of Lc-Stream to minimize energy

consumption. Lc-Stream reduces the total energy consumption of the system by 17.7%. Sleeping idle servers can effectively reduce energy

consumption.
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F I G U R E 16 CPU utilization of R-Storm and Lc-Stream.

F I G U R E 17 Power consumption of R-Storm and Lc-Stream.

6 CONCLUSIONS AND FUTURE WORK

Low latency and high throughput are two of the most critical performance requirements for big data stream computing systems, especially in

Geo-Distributed environments. It is of vital importance to investigate low latency scheduling strategy. In this article, we propose an elastic scheduling

strategy with Latency Constraints in Geo-Distributed stream computing environments called Lc-Stream. Our work can be summarized as follows:

(a) We use queued network theory to optimize the data stream redirection method to construct the model. There are computing resource model,

latency constrained scheduling model and communication energy consumption model. (b) A modified node selection method based on the rele-

vance of the task, to reduce the communication latency between groups at the executor granularity. (c) a network cluster distribution constructed

in a Geo-Distributed streaming computing environment, to measure energy saving schemes and ensure low transmission latency.

The proposed Lc-Stream and the relevant scheduling strategies are implemented and evaluated on a real-world distributed stream computing

platform. Due to its reliable and powerful real-time processing capabilities, Storm is widely used by major platforms. We configured the Apache

Storm system for the Geo-Distributed environment to conduct the experiment. In the same experimental setting, we compare the Lc-Stream

strategy with two other strategies, R-Storm and topology-aware scheduling, to assess their performance in terms of latency and throughput. The

experimental results show that compared with the other two methods, Lc-Stream reduces the total latency by more than 19% (compared to R-Storm)
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and 15% (compared to Ts-Stream) on a typical Geo-Distributed multi-task topology, and increases throughput by more than 37% (compared to

R-Storm) and 21% (compared to Ts-Stream). It is proved that using our Lc-Stream scheduling framework can significantly improve the low latency

and high throughput performance of Geo-Distributed stream systems.

Our future work will be focusing on the following.

1. We will consider the processing efficiency in the case of Geo-Distributed heterogeneous clusters, attempting to improve the efficiency and

distribution methods of complex class clusters, and

2. Applying Lc-Stream in a real application environment, such as online shopping, online social platforms, online search and other big data streaming

computing scenarios, and testing its latency and throughput to verify its feasibility and effectiveness for potential improvement.
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