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MARKET-ORIENTED COMPUTING
AND GLOBAL GRIDS:
AN INTRODUCTION

RaijkumAR Buyya AND SRIKUMAR VENUGOPAL

1.1 INSPIRATION

Following Alessandro Volta's invention of the electric battery in 1800, Thomas
Edison and Nikola Tesla paved the way for electricity's widespread use by inventing
the electric bulb and alternating current (AC), respectively. Figure 1.1 shows \olta
demonstrating the battery for Napoleon | in 1801 at the French National Institute,
Paris. Regardless of whether \Volta envisioned it, his invention evolved into a
worldwide electrical power Grid that provides dependable, consistent, and pervasive
access to utility power and has become an integral part of modern society [1].
Inspired by the electrical power Grid's pervasiveness, ease of use, and reliability,
computer scientists in the mid-1990s began exploring the design and development of
an analogous infrastructure, called t@mmputational power Grid4], for wide-area
parallel and distributed computing [6]. The motivation for computational Grids was
initially driven by large-scale, resource (computational and data)-intensive scienti®c
applications that require more resources than a single computer [PC, workstation
(WS), supercomputer, or cluster] could provide in a single administrative domain.
A Grid enables the sharing, selection, and aggregation of a wide variety of geo-
graphically distributed resources, including supercomputers, storage systems, data
sources, and specialized devices owned by different organizations for solving large-
scale resource-intensive problems in science, engineering, and commerce. Because of
its potential to make impact on the twenty-®rst century as much as the electric power
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Figure 1.1 Volta demonstrates the battery for Napoleon | at the French National Institute,

Paris, in 1801. The painting (by N. Cianfanelli, 1841) is from the Zoological Section of
aLa Specula® at the National History Museum, Florence University, Italy.

Grid did on twentieth century, Grid computing has been hailed as the next revolution
after the Internet and the Web.

These developments foreshadow the realization of the vision of Leonard Klein-
rock, one of the chief scientists of the original Advanced Research Projects Agency
Network (ARPANET) project that seeded the Internet, who said in 1969 [3]: 2As of
now, computer networks are still in their infancy, but as they grow up and become
sophisticated, we will probably see the spreadafmputer utilities, which, like
present electric and telephone utilities, will service individual homes and of®ces
across the country.®

Utility computingis envisioned to be the next generation of information technol-
ogy (IT) evolution that depicts how computing needs of users can be ful®lled in the
future IT industry [13]. Its analogy is derived from the real world, where service
providers maintain and supply utility services, such as electrical power, gas, and water
to consumers. Consumers in turn pay service providers according to their usage.
Therefore, the underlying design of utility computing is based on a service provision-
ing model, where users (consumers) pay providers for using computing power only
when they need to.

1.2 GRID COMPUTING

Grid computing follows the service-oriented architecture and provides the hardware
and software services and infrastructure for secure and uniform access to heterogeneous
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resources and enables the formation and management of virtual organizations (VOS).
Italso supports application and services composition, work ow expression, scheduling,
and execution management and service-level agreement (SLA)-based allocation of
resources.

As there are a large number of projects around the world working on developing
Grids for different purposes at different scales, several de®nitions of Grid abound. The
Globus project (Argonne National Laboratory, USA) de®nes Grid as 2an infrastruc-
ture that enables the integrated, collaborative use of high-end computers, networks,
databases, and scienti®c instruments owned and managed by multiple organizations.®
Another utility notion-based Grid de®nition put forward by the Gridbus project
(University of Melbourne, Australia) is 2Grid is a type of parallel and distributed
system that enables the sharing, selection, and aggregation of geographically
distributed “autonomous' resources dynamically at runtime depending on their
availability, capability, performance, cost, and users' Quality of Service (QoS)
requirements.°®

The development of the Grid infrastructure, both hardware and software, has
become the focus of a large community of researchers and developers in both
academia and industry. The major problems being addressed by Grid developments
are the social problems involved in collaborative research:

. Improving distributed management while retaining full control over locally
managed resources

- Improving the availability of data and identifying problems and solutions to data
access patterns

. Providing researchers with a uniform user-friendly environment that enables
accesstoawiderrange of physically distributed facilities improving productivity

A high-level view of activities involved within a seamless and scalable Grid
environment is shown in Figure 1.2. Grid resources are registered within one or more
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Figure 1.2 A worldwide Grid computing environment.



6 MARKET-ORIENTED COMPUTING AND GLOBAL GRIDS: AN INTRODUCTION

Grid information services. The end users submit their application requirements to the
Grid resource broker, which then discovers suitable resources by querying the
information services, schedules the application jobs for execution on these resources,
and then monitors their processing until they are completed. A more complex scenario
would involve more requirements and therefore, Grid environments involve services
such as security, information, directory, resource allocation, application development,
execution management, resource aggregation, and scheduling. Software tools and
services providing these capabilities to link computing capability and data sources
in order to support distributed analysis and collaboration are collectively known as
Grid middleware

In order to provide users with a seamless computing environment, the Grid
middleware systems need to solve several challenges originating from the inherent
features of the Grid [8]. One of the main challenges is the heterogeneity that results
from the vast range of technologies, both hardware and software, encompassed by
the Grid. Another challenge involves the handling of Grid resources that are spread
across political and geographic boundaries and are under the administrative control
of different organizations. It follows that the availability and performance of Grid
resources are unpredictable as requests from within an administrative domain may
gain higher priority over requests from outside. Thus, the dynamic nature of Grid
environment poses yet another challenge.

To tackle these challenges, a Grid architecture has been proposed based on the
creation of virtual organizations (VOs) [9] by different physical (real-world) orga-
nizations coming together to share resources and collaborating in order to achieve a
common goal. AVO de®nes the resources available for the participants and the rules
for accessing and using the resources. Within a VO, participants belonging to member
organizations are allocated resource shares according to the urgency and priority of
a request as determined by the objectives of the VO. Another complementary Grid
architecture [10] is based on economic principles in which resource providers
(owners) compete to provide the best service to resource consumers (users) who
select appropriate resources according to their speci®c requirements, the price of
the resources, and their quality-of-service (QoS) expectations from the providers.
Two examples of QoS terms are the deadline by which the resource needs to be
available and the maximum price (budget) that can be paid by the user for the service.
QoS terms are enforced via service-level agreements (SLAs) between the providers
and the consumers, the violation of which results in penalties.

1.3 GRID COMPONENTS

In aworldwide Grid environment, capabilities that the infrastructure needs to support
include

. Remote storage and/or replication of datasets
. Publication of datasets using global logical name and attributes in the catalog
. SecurityPaccess authorization and uniform authentication
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Uniform access to remote resources (data and computational resources)
Publication of services and access cost

Composition of distributed applications using diverse software components
including legacy programs

Discovery of suitable datasets by their global logical names or attributes
Discovery of suitable computational resources

Mapping and scheduling of jobs (aggregation of distributed services)
Submission, monitoring, and steering of job execution

Movement of code/data between user desktop computers and distributed Grid
resources

Enforcement of QoS requirements

Metering and accounting of resource usage

These capabilities in Grid computing environments play a signi®cant role in enabling
a variety of scienti®c, engineering, and business applications. Various Grid compo-
nents providing these capabilities are arranged into layers. Each layer builds on the
services offered by the lower layer in addition to interacting and cooperating with
components at the same level (e.g., resource broker invoking secure process manage-
ment services provided by core middleware). Figure 1.3 shows four layers of the
hardware and software stack within a typical Grid architecture: fabric, core middle-
ware, user-level middleware, and applications/portals layers. Adaptive management
capabilities are supported by implementing principles of market-oriented resource
management mechanisms in different horizontal layers.

The Grid fabric layer consists of distributed resources such as computers, net-
works, storage devices, and scienti®c instruments. The computational resources
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Figure 1.3 A layered Grid architecture and components.
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represent multiple architectures such as clusters, supercomputers, servers, and
ordinary PCs that run a variety of operating systems (such as UNIX variants or
Windows). Scienti®c instruments such as telescopes and sensor networks provide
real-time data that can be transmitted directly to computational sites or are stored in
a database.

The core Gridmiddleware offers services such as remote process management,
coallocation of resources, storage access, information registration and discovery,
security, and aspects of QoS such as resource reservation and trading. These services
abstract the complexity and heterogeneity of the fabric level by providing a consistent
method for accessing distributed resources.

Theuser-level Gridniddleware utilizes the interfaces provided by the low-level
middleware to provide higher-level abstractions and services. These include applica-
tion development environments, programming tools, and resource brokers for
managing resources and scheduling application tasks for execution on global
resources.

Grid applications and portalsare typically developed using Grid-enabled pro-
gramming environments and interfaces and are deployed on Grids using brokering
and scheduling services provided by user-level middleware. An example application,
such as parameter simulation of a grand-challenge problem, would require computa-
tional power and access to remote datasets, and may need to interact with scienti®c
instruments. Grid portals offer Web-enabled application services, where users can
submit their jobs to remote resources and collect results from them through the Web.

The design aims and bene®ts of Grids are analogous to those of utility computing,
thus highlighting the potential and suitability of Grids to be used as utility computing
environments. The current trend of implementing Grids based on open standard
service-based architectures to improve interoperability is a step toward supporting
utility computing. Even though most existing Grid applications are scienti®c research
and collaboration projects, the number of applications in business and industry-
related projects is gradually increasing. It is thus envisioned that the realization
of utility computing through Grids will follow a course similar to that of the World
Wide Web, which was ®rst initiated as a scienti®c project but was later widely adopted
by businesses and industries.

1.4 GRID INITIATIVES AROUND THE WORLD

Given the possibilities of Grid computing, it is no surprise that there is keen interest
in this technology around the world (globally). Currently, Grid projects that have
been initiated on the global scale can be broadly classi®ed into two categories [8]:
(1) Grid infrastructure development, which involves setting up hardware, software,
and administrative mechanisms to enable application scientists to make use of these
facilities for their research; and (2) Grid middleware research, which investigates
the development of software and policy mechanisms that assist in realizing the full
potential of Grid computing. Many of these projects are motivated by large-scale
scienti®c projects that will involve the production and analysis of data at an
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unprecedented scale. One frequently cited such large-scale scienti®c project is the
Large Hadron Collider (LHC) experiments [11] at the European Organisation for
Nuclear Research (CERN), which began data production in 2008. The volume of data
generated by these experiments is in the petabyte (PB) range, for distribution to
physicists around the world for analysis. As the Grid has been mandated as the IT
infrastructure for handling the massive workloads of LHC experiments, all the
collaborating nations are setting up Grid infrastructure in one form or another.
In the following sections, we will describe some of the major Grid infrastructure
and middleware projects around the world.

1.4.1 United States of Amercia (USA)

Production Grid testbeds for various application domains have been deployed over
physical (hardware) Grid infrastructure such as the National Science Foundation
(NSF)-funded TeraGrid [17] in the United States, which provides over 40 tera-
“oating-point operations per second (T ops) of computing power at eight sites around
the country with 2 PB of available storage interconnected by a network operating
at a speed of 10+30 gigabits per second (Gbps). The Biolnformatics Research
Network (BIRN) is another testbed for the purpose of furthering biomedical science
by sharing data stored in different repositories around USA. The NEESGrid enables
scientists in the earthquake engineering community to carry out experiments in
distributed locations and analyse data through a uniform interface.

Of the Grid middleware efforts in the United States, the Globus toolkit from
the Globus Alliance led by Argonne National Laboratory is the most widely known.
Other notable efforts are the Condor project (University of Wisconsin, Madison) for
high-throughput computing mechanisms, and @ Rule Oriented Data Systems°
(iRODS) [58] from the San Diego Supercomputing Center (SDSC) for Grid data
management. In addition, several commercial organizations such as IBM, Sun
Microsystems, Hewlett-Packard (HP), and Oracle are actively involved in the
development of enterprise and global utility Grid technologies.

1.4.2 Europe

Two pioneering Grid efforts in Europe, started in early 2001, were the United
Kingdom (UK)'s e-Science program [5] and the European Union (EU)-funded Data
Grid project [11]. The latter was succeeded by the EGEE (Enabling Grids for
E-sciencE) project, which aims to create a Grid infrastructure available to scientists
and to develop robust middleware for application deployment. CERN manages the
LHC Computing Grid (LCG) project, which has created a production Grid infra-
structure for researchers involved in the experiments using the LHC.

Other notable EU-funded projects include GridLab [53], pdavg a Grid
application development toolkit; Cactus framework, for sci®atprogramming;
GridSphere, for creating a Web portal environment for Grid users; P-Grade, providing
a visual environment for application development; Triana, for work ow formulation;
and OGSA-DAI, for integration of relational databases in Grid environments.
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1.4.3 AsiatPaci®c

Several countries in the AsiatPaci®c region have started national Grid programs
similar to those initiated in the United States and Europe. In addition, countries such as
Australia, China, Japan, South Korea, and Singapore are active participants in
worldwide Grid projects such as the LCG. Some of the notable Grid programs are
the National Research Grid Initiative (NAREGI) in Japan, China National Grid in
China, K Grid in South Korea, and Garuda National Grid in India.

Prominent Grid middleware projects include the Ninf project (Tokyo Institute
of Technology) for building a Grid-based remote procedure call (RPC) system [29],
the Grid Datafarm (Gfarm) project (AIST, Japan) for providing a petascale data
storagetprocessing system, the Nimrod/G project (Monash University, Australia)
for parametric computations on Grid resources [28], and the Gridbus project
(University of Melbourne, Australia) for market-oriented Grid and utility
computing [54].

1.4.4 Standardization Efforts

Given the large amount of middleware development happening in this area of
research, standardization is important to ensure interoperability between different
products and implementations. Grid standardization efforts led by the Open Grid
Forum (OGF) [12] have produced standards for almost all aspects of Grid
technology. Work at the OGF has produced the open Grid service infrastructure
(OGSI) speci®cation and its successor, the Web services resource framework
(WSRF), which have paved the way for integration of Web services within Grid
architecture. This is important as Web services allow Grid developers to take
advantage of standard message formats and mechanisms such as HTTP and XML
for communicating between heterogeneous components and architectures. Other
standardization bodies such as World Wide Web Consortium (W3C), Organization
for Advancement of Structured Information Standards (OASIS), and Internet
Engineering Task Force (IETF) also produce standards relevant to aspects of Grid
Computing.

1.5 MARKET-ORIENTED GRID RESOURCE MANAGEMENT

Resource management and scheduling in Grid environments is a complex under-
taking. The geographic distribution of resources owned by different organizations
with different usage policies, cost models, and varying load and availability patterns is
problematic. Theproducergresource owners) armbnsumergresource users) have
different goals, objectives, strategies, and requirements. Classical Grids are motivated
by an assumption that coordinated access to diverse and geographically distributed
resources is valuable. However, this paradigm needs mechanisms that allow not only
such coordinated access but also sustainable, scalable models and policies that
promote utility-oriented sharing of Grid resources.
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To address these resource management challenges, several groups of researchers
have proposed adistributed computational economy-Bésedework [10,14,50,56],
for resource allocation and to regulate supply and demand of the available
resources. This economy-based framework offers an incentive to resource owners for
contributing and sharing resources, and motivates resource users to think about
tradeoffs between the processing time (e.g., deadline) and computational cost (e.g.,
budget), depending on their QoS requirements. It can be observed that, even in
electricity Grids, bid-based electricity trading over the Internet has been adopted to
develop competitive forces in the electricity marketplace [20].

Resource management and scheduling systems for Grid computing need giemana
resources and application execution depending on resource consumersi@es'o
requirements, and they need to continuously adapt to changes in thabditgilof
resources. This requirement introduces a number of challenging isstiegdkto be
addressed, namely: site autonomy, heterogeneous substrate, pelitilgikty, resource
allocation or coallocation, online control, resource inggland QoS-based scheduling.

1.5.1 Assessing Wants and Needs

In an economy-based Grid computing environment, resource management systems
need to provide mechanisms and tools that allow resource consumers (end users) and
providers (resource owners) to express their requirements and facilitate the realization
of their goals. Resource consumers need

- A utility model to determine how consumers demand resources and their
preference parameters

- A broker that supports resource discovery and strategies for application sche-
duling on distributed resources dynamically at runtime depending on their
availability, capability, and cost along with user-de®ned QoS requirements

Resource providers need

. Tools and mechanisms that support price speci®cation and generation schemes
to increase system utilization

. Protocols that support service publication, trading, and accounting

For the market to be competitive and healthy, coordination mechanisms are required
to help reach equilibrium pricebthe market price at which the supply of a service
equals the quantity demanded.

1.5.2 Computational Economy and Its Bene®ts

Like all systems involving goals, resources, and actions, computations can be viewed
in economic terms. With the proliferation of networks, high-end computing systems

1The terms 2economic/economy-based® and 2market-based® are synonymous and interchangeable.
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architecture has moved from centralized toward decentralized models of control and
action; the use of economy-driven market mechanisms would be a natural extension
of this development. The ability of trade and price mechanisms to combine local
decisions by diverse entities into globally effective characteristics re ect their value
for organizing computations in large systems such as Internet-scale computational
Grids.

The need for an economy-driven resource management and scheduling system
comes from the answers to the following questions:

. What constitutes the Grid, and who owns its resources?
. What motivates resource owners to contribute their resources to the Grid?

. Is it possible to have access to all resources in the Grid by contributing our
resource?

. If not, how do we have access to all Grid resources?

. Ifwe have access to resources through collaboration, are we allowed to use them
for any other purposes?

. Do resource owners charge the same or a different price for different users?
. Is access cost the same for peak and off-peak hours?

. How can resource owners maximize their pro®ts?

. How can users solve their problems within a minimum cost?

- How can a user get high priority over others?

- Ifthe user relaxes the deadline by which results are required, can solution cost be
reduced?

Several individuals or organizations that have contributed ressuio the Grid
have been motivated largely by the public good, prizes, fun, fameollaborative
advantage. This is clearly evident from the construction of peiv@arids (but on
volunteer resources) or research testbeds such as SETI@HBheCondor
pool [38], and TeraGrid [17]. The chances of gaining accessith computational
testbeds for solving commercial problems are low. Furtheane@ontributing
resources to a testbed does not guarantee access to alh#éreresources in that
testbed.

Commercial companies such as Entropia, ProcessTree, Popular Power, United
Devices, and DataSynapse are exploiting idle central processing unit (CPU) cycles
from desktop machines to build a commercial computational Grid infrastructure
based on peer-to-peer (P2P) networks [19]. These companies are able to develop
large-scale infrastructure for Internet computing and use it for their own ®nancial
gain by charging for access to CPU cycles for their customers, without offering ®scal
incentive to all resource contributors. However, in the long run, this model does not
support the creation of a maintainable and sustainable infrastructure, as the resource
contributors have no incentive for their continued contribution. Therefore, a Grid
economy seems a better model for managing and handling requirements of both Grid
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providers and consumers. The bene®ts of economy-based resource management
include the following:

. Ithelpsin building a large-scale Grid as it offers incentive for resource owners to
contribute their (idle) resources for others to use and pro®t from.

. It helps in regulating the supply and demand for resources.

. It offers an economic incentive for users to back off when solving low-priority
problems and thus encourages the solution of time-critical problems ®rst.

- It removes the need for a central coordinator (during negotiation).

. It offers uniform treatment of all resources; that is, it allows trading of every-
thing including computational power, memory, storage, network bandwidth/
latency [22], data, and devices or instruments.

- It allows users to express their requirements and objectives.

- It helps in developing scheduling policies that are user-centric rather than
system-centric.

. It offers an ef®cient mechanism for allocation and management of resources.

. It helps in building a highly scalable system as the decisionmaking process is
distributed across all users and resource owners.

- It supports a simple and effective basis for offering differentiated services for
different applications at different times.

- Finally, it places the power in the hands of both resource owners and users,
enabling them to make their own decisions to maximize the utility and pro®t.

1.6 REQUIREMENTS FOR ECONOMY-BASED GRID SYSTEMS

To deliver value to users greater than that possible with traditional systems, economy-
based resource management systems need to provide mechanisms and tools that allow
resource consumers (end users) and providers (resource owners) to express their
requirements and facilitate the realization of their goals. In other words, they need
(1) the means to express their requirements, valuations, and objectigkee (
expressiol; (2) scheduling policies to translate them into resource allocaticalaé
translation); and (3) mechanisms to enforce selection and allocation of differential
services, and dynamic adaptation to changes in their availability at runtiedeg(
enforcement Similar requirements are raised [2] for market-based systems in a
single-administrative-domain environment such as clusters, and they are limited to
cooperative economic models since they aim for social welfare. Grids need to use
competitive economic modeds different resource providers and resource consumers
have different goals, objectives, strategies, and requirements that vary with time.
Essentially, resource consumers needtiity model to allow them to specify
resource requirements and constraints. For example, the Nimrod/G broker allows
users to specify the deadline and budget constraints along with optimization
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parameters such as optimizing for timeafue expression They needrokersthat
provide strategies for choosing appropriate resoureati¢ translation) and dyna-
mically adapt to changes in resource availability at runtime to meet user requirements
(value enforcemeit The resource owners need mechanismspfize generation
schemeto increase system utilization apdotocolsthat help them offer competitive
services Yalue expression For the market to be competitive and healthy, coordina-
tion mechanisms are required that help the market reach an equilibrium pricebthe
price at which the supply of a service equals the quantity demanded. Grid resources
have their schedulers (e.g., OS or queuing system) that allocate resouatss (
translation). A number of research systems have explored QoS-based resource (e.g.,
CPU time and network bandwidth [22,23]) allocation in operating systems and
queuing systems, but the inclusion of QoS into mainstream systems has been slow-
paced (e.g., the Internet mostly uses the best effort allocation policy [24], but this is
changing with IPv6 [25]). Some research systems support resource reservation in
advance (e.g., reserving a slot from timeto t, using the Globus Architecture for
Reservation and Allocation (GARA) [21] and binding a job to it) and allocate
resources during reserved timea(ue enforcemet

1.7 MARKET-ORIENTED GRID ARCHITECTURE

A reference service-oriented architecture for market-oriented Grids is shown in
Figure 1.4. The key players in a market-oriented Grid are the Grid user, Grid resource
broker, Grid middleware services, and Grid service providers (GSPs). The Grid user
wants to make use of Grids to complete their applications. Refactoring existing
applications is thus essential to ensure that these applications are Grid-enabled to
run on Grids [26]. The Grid user also needs to express the service requirements to be
ful®lled by GSPs. Varying QoS parameters, such as a deadline for the application to be
completed and budget to be paid on completion, are de®ned by different Grid users,

Figure 1.4 A reference service-oriented architecture for utility Grids [1].










































