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Abstract—Quantum computing holds the promise of solving
problems difficult for classical computers. However, we are still in
the era of Noisy Intermediate-Scale Quantum (NISQ) computers,
necessary to establish effective distributed quantum communica-
tion protocols to distribute complex quantum computing tasks
across different quantum computers for execution. Significant
progress has been made in quantum communication technology,
particularly in quantum path creation and resource scheduling.
The establishment of quantum paths relies on quantum entangle-
ment and quantum relay technologies, achieving long-distance,
high-fidelity quantum state transmission through entanglement
swapping between multiple relays. However, resources in quan-
tum communication networks are limited and expensive, making
efficient resource scheduling strategies crucial for improving
overall network efficiency. To address these issues, we design a
network protocol that includes the Historical Weighted Fidelity
Routing (HWFR) algorithm and the Dynamic Multi-Priority
Quantum Scheduling (DMPQS) algorithm to enhance commu-
nication reliability across quantum computers. Both algorithms
aim to enhance the reliability of quantum links, optimize resource
utilization, and adapt to dynamic changes in the links. The former
algorithm dynamically selects the optimal path by considering
factors such as link length, noise level, entanglement success rate,
and quantum relay resource constraints, ensuring high-fidelity
and reliable quantum communication. The latter dynamically
adjusts request priorities based on the urgency of quantum
service requests and fidelity requirements, optimizing resource
utilization. Experimental results show that the proposed protocol
performs excellently in terms of an average response time of
requests and link utilization, effectively improving the utilization
efficiency of network resources and the overall performance of
the system.
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I. INTRODUCTION

QUANTUM computing [1]–[3], due to its powerful com-
putational capabilities, holds the promise of solving

problems that are difficult for classical computers, and has
potential applications in fields such as cryptography [4] and
deep learning [5]. However, due to the limitations of cur-
rent quantum hardware, we remain in the era of Noisy
Intermediate-Scale Quantum (NISQ) computers [6]. Although
existing quantum devices have reached a medium scale and
are capable of performing meaningful computational tasks,
they are still unable to fully eliminate noise and errors. To
overcome the limitations of NISQ devices, Distributed Quan-
tum Computing (DQC) systems [7] have emerged to allow
complex computational tasks distributed across geographically
dispersed quantum computers. Such distributed computation
is built on the foundation of quantum communication net-
works [8], [9], enabling the transfer of qubits from the source
computer to the destination computer through the network
topology. Therefore, finding suitable quantum data networks
is crucial and essential for distributed quantum computing
systems in the NISQ era to establish reliable communication
paths between geographically isolated quantum computers.

To support quantum data networks for distributed quan-
tum computing, significant advancements have been made in
quantum communication technology in recent years, partic-
ularly in the areas of quantum path creation and resource
scheduling. The establishment of quantum paths relies on
quantum entanglement [10]–[13] and quantum repeater [14]–
[16] technologies. By performing entanglement swapping be-
tween multiple repeaters, long-distance, high-fidelity quantum
state transmission can be achieved. The creation of quan-
tum paths is fundamental to stable quantum communication.
Researchers have made breakthroughs in quantum key dis-
tribution (QKD) and the development of quantum repeaters,
making the construction of quantum communication networks
possible [17]–[20]. Resources in quantum communication net-
works are limited and expensive, making efficient resource
scheduling strategies crucial for improving overall network
efficiency. The core of optimizing scheduling strategies lies in
the rational allocation and utilization of these limited quantum
resources to maximize network throughput and ensure high-
fidelity quantum state transmission. Resource scheduling is
key to optimizing the performance of quantum communication
networks. In recent years, researchers have developed various
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scheduling algorithms, such as priority-based scheduling and
two-phase traversal [21], which dynamically adjust resource
allocation based on different quantum service requests, signif-
icantly enhancing the performance of quantum networks.

Although significant progress has been made in the creation
of quantum paths, there are still many challenges that are
particularly relevant to our research questions. Firstly, the
reliability of quantum links poses a significant challenge.
Quantum links are affected by environmental noise, quantum
state decay, and entanglement generation failures, leading to
reduced fidelity in quantum communication. Current rout-
ing algorithms, such as Dijkstra’s shortest path first (SPF)
algorithm [22], do not fully account for these characteris-
tics of quantum links, resulting in potentially unreliable and
suboptimal path selections. These factors directly impact the
integrity and effectiveness of quantum states during transmis-
sion. Therefore, it is essential to comprehensively consider
quantum link length, noise [23], entanglement success rate,
and quantum repeater resource constraints. This ensures that
path selection is more reliable and efficient in practical opera-
tions, adapts to various metrics of quantum links, and handles
the dynamic allocation of quantum repeater resources, thereby
enhancing the overall performance and reliability of quantum
communication.

Secondly, the throughput of quantum links is another
important research focus. Quantum network resources are
scarce and expensive [23]–[26], making it crucial to enhance
link throughput to improve overall network efficiency under
limited resource conditions. However, traditional scheduling
algorithms often fail to fully utilize these resources, leading
to resource wastage and low network efficiency. The current
challenge lies in how to fully utilize network resources to
serve as many quantum service requests as possible with high
fidelity and low latency.

Therefore, we design HWDSQP to address the issues of
quantum link reliability and link throughput. HWDSQP compre-
hensively considers quantum link length, noise, entanglement
success rate, and quantum repeater resource constraints to
select the optimal path for qubits. Simultaneously, based on
the urgency, importance, and requirements for fidelity and
latency of quantum service requests, it dynamically adjusts the
scheduling of service requests to optimize resource utilization.

To be more specific, we propose Historical Weighted Fi-
delity Routing (HWFR) Algorithm to resolve the first chal-
lenge. The algorithm addresses the reliability and efficiency
issues of quantum links. When selecting paths, it not only
considers the length of the link but also evaluates the noise
level, entanglement success rate, and resource constraints of
quantum repeaters. By dynamically assigning weights to these
metrics, the algorithm can choose the optimal path for each
qubit, ensuring high fidelity and reliability in quantum com-
munication. Additionally, the algorithm leverages historical
information, optimizing path selection based on past choices
and performance data to enhance accuracy and stability.
Through real-time adjustments, the algorithm can adapt to the
ever-changing link conditions and resource status in quantum
networks, ensuring the continuity and stability of quantum
communication.

For the second challenge, we design Dynamic Multi-Priority
Quantum Scheduling (DMPQS) algorithm to solve it. The
algorithm maximizes overall network efficiency and reliability
by effectively managing and allocating the limited resources
of the quantum network. Based on a multi-priority feedback
mechanism, it dynamically adjusts the priority of service
requests according to their urgency, resource usage, and other
requirements. By categorizing requests into different priority
queues and employing various scheduling strategies, the algo-
rithm can effectively reduce resource wastage and enhance re-
source utilization. Additionally, the algorithm includes a retry
mechanism that appropriately retries unsuccessful requests
based on the failure reasons and current network conditions.
This ensures that as many service requests as possible are com-
pleted within the limits of network resources. The algorithm
also ensures fairness in request processing, reduces average
waiting time, and further improves the overall throughput and
reliability of the network.

To testify the performance of the Dynamic Multi-Priority
Quantum Scheduling (DMPQS) algorithm, we structure our
experiment to verify its efficiency and robustness across three
critical dimensions. We assess the average response time,
observing a notable 30% improvement over the Traditional
FIFO method. We also measure the link utilization rate,
which demonstrates a significant increase, reflecting opti-
mized resource use, which also shows a 15% improvement
using DMPQS algorithm. Furthermore, we analyze the state
of requests, focusing on the completion, delay, and aban-
donment conditions, to evaluate the algorithm’s robustness.
The DMPQS algorithm consistently outperforms the Tradi-
tional FIFO, showcasing its superior capabilities in reducing
response times, enhancing link utilization, and optimizing
request management with less abandonments. These results
collectively confirm the DMPQS algorithm as an efficient and
robust solution for network scheduling, adept at maintaining
high performance under diverse network conditions.

In summary, our contributions are highlighted as follows.
• We design an efficient quantum communication network

protocol that comprehensively considers the reliability,
fidelity, and resource utilization of quantum links. This
protocol dynamically adapts to changing conditions in
the quantum network, ensuring continuous, stable, and
efficient communication.

• We propose the Historical Weighted Fidelity Routing
Algorithm which considers link length, noise level, entan-
glement success rate, and historical cost when selecting
paths, enabling it to choose the optimal path for qubits
and ensure high-fidelity and reliable quantum communi-
cation.

• We develop the Dynamic Multi-Priority Quantum algo-
rithm that adjusts the priority of service requests based
on their urgency, importance, and latency requirements,
enhancing the overall throughput and reliability of the
network.

• We conduct extensive experiments in various of aspects,
with the benchmark of Traditional FIFO method to vali-
date the high-performance and robustness of the DMPQS
algorithm under a randomly generated network condion.
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II. BACKGROUND AND MOTIVATION

A. Quantum Computing and Communication

In quantum computing, qubits are the basic units of in-
formation transmission. Unlike classical bits, qubits can be
in a superposition state, representing both 0 and 1 simulta-
neously. Quantum computers can use algorithms like Shor’s
algorithm [27] to efficiently solve problems such as inte-
ger factorization and discrete logarithms in polynomial time,
threatening many existing classical encryption schemes.

Quantum communication leverages fundamental principles
of quantum mechanics, such as quantum entanglement and su-
perposition, to provide fundamentally different security assur-
ances. For example, Quantum Key Distribution (QKD) ensures
the absolute security of key transmission by utilizing the no-
cloning theorem and the destructive nature of measurement.
Any eavesdropping attempt alters the quantum state, alerting
the communicating parties.

The security of quantum communication also involves com-
plex practical factors. Qubits are affected by environmental
noise and decoherence [28], [29] during transmission, which
reduces information fidelity. Creating and maintaining entan-
gled states is crucial in quantum communication. For instance,
entanglement swapping between multiple repeaters and Bell-
state measurements (BSM) are used for quantum state trans-
mission. However, these operations are not always successful
and are limited by equipment precision and environmental
conditions. In linear optical systems, for example, the success
rate of Bell-state measurements is about 0.6 [30], and any
measurement failure destroys the quantum state.

Due to the no-cloning theorem [31] of quantum information,
failed transmissions result in irreversible loss of qubit infor-
mation. This imposes higher reliability demands on quantum
networks. If a data qubit is lost during transmission, it can
jeopardize the entire distributed quantum computing (DQC)
process. Therefore, quantum communication systems require
higher transmission reliability and more complex error correc-
tion mechanisms than traditional systems to ensure the correct
transmission and processing of quantum information.

B. Quantum Characteristics

1) Fidelity: Fidelity is a measure of how well a quantum
state maintains its initial state during transmission. Its value
ranges from 0 to 1, quantifying the quality of the state based
on its “closeness" to the desired state (a fidelity of 1 indicates
the state is exactly as desired, while a value below 0.5 indicates
the state is no longer usable). Quantum applications can
operate with imperfect quantum states, as long as the fidelity
is above a specific threshold for the application (for basic
QKD, this threshold is around 0.8). Higher fidelity means
less interference and noise affecting the quantum state during
transmission. Specifically, fidelity can be defined as [32]:

F = ⟨Ψ+|ρ|Ψ+⟩, (1)

where ρ is the density matrix representation of the state, and
|Ψ+⟩ is the state we aim to create. To ensure successful key
exchange, a fidelity F > 0.9 is typically required for practical
quantum applications, such as QKD [33].

2) Decoherence: Decoherence is the phenomenon where
the quality of qubits deteriorates over time, leading to a
decrease in the fidelity of quantum states. Decoherence is
one of the key challenges in quantum networks because it
significantly limits the time qubits can be stored in memory
before being used. In current experimental hardware, the de-
coherence time of qubits is approximately a few milliseconds,
but in devices disconnected from the network, qubit storage
time can extend up to a minute.

3) Entanglement Swapping: Entanglement swapping is a
core concept in quantum communication. Due to the no-
cloning theorem, decoherence, and transmission loss, the dis-
tribution of quantum states is highly limited if amplification
or retransmission cannot be used. To address this problem,
Briegel et al. propose a quantum repeater scheme in 1998 [34],
which connects a series of short-distance entangled qubit
pairs through a process known as entanglement swapping,
thereby generating long-distance entanglement. As illustrated
in Fig. 1, Alice and the repeater share an entangled pair, and
similarly, the repeater and Bob share another entangled pair.
By performing a Bell-state Measurement (BSM) [35] at the
repeater, these two pairs of entangled states can be “swapped"
between Alice and Bob, achieving long-distance entanglement
without direct quantum connection.

Considering the imperfect quantum operations at each node,
the fidelity of the newly established entangled pair can be
expressed as:

FAC = FAB · FBC , (2)

where FAB and FBC represent the fidelities of the two short-
distance entangled pairs, respectively, and FAC represents the
fidelity of the newly established long-distance entangled pair.
Additionally, for multiple entanglement swapping operations,
the final fidelity can be calculated using the following formula:

Fn =

n−1∏
i=1

Fi,i+1, (3)

where n represents the number of hops in the path, and
Fi,i+1 denotes the fidelity of the entangled pair at the hop
i. Therefore, performing entanglement swapping results in a
longer-distance entangled pair with reduced fidelity [36], [37].

Although the underlying physical processes are quantum,
quantum networks require classical connections between all
quantum nodes to exchange control messages. Entanglement
swapping necessitates that intermediate nodes send messages
to at least one other node to make the entanglement useful.
Moreover, quantum networks, similar to classical networks,
require control and management protocols that use classical
channels for communication.

C. Motivation

In recent years, quantum communication technology has
made significant advancements, driving the transition of quan-
tum networks from laboratory research to practical deploy-
ment. As the first intercity quantum network is about to
go online, a new challenge arises: how to effectively build
and manage large-scale quantum communication systems.
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Alice BobRepeater

Alice Bob

Entanglement
Swap

Fig. 1: Alice and the repeater, as well as the repeater and Bob,
each share an entangled pair. Alice can use her entangled pair
to transmit a data qubit to Bob via teleportation. This process
consumes the entangled pair, enabling the long-distance trans-
fer of the quantum state.

Although existing research has proposed quantum network
stacks and link layer protocols to provide robust entanglement
generation services for directly connected nodes [38], these
solutions primarily focus on short-distance communication.
Achieving widespread application of quantum communication
requires developing an efficient quantum network layer pro-
tocol capable of providing long-distance end-to-end entangle-
ment between any nodes in the network.

The design and optimization of quantum communication
network protocols need to consider multiple factors. First,
the reliability of quantum links is one of the primary con-
siderations. The fragility of quantum states and interference
from environmental noise can lead to decreased fidelity and
entanglement failure. Traditional routing algorithms do not
fully account for these characteristics, potentially choosing
less reliable paths. Resources in quantum communication net-
works, such as quantum repeaters and quantum memory slots,
are limited and expensive. Therefore, efficient utilization of
these resources is essential to maximize the network’s through-
put and service capacity. Traditional scheduling algorithms
often fail to make full use of available resources, resulting
in resource wastage and low network efficiency. Additionally,
the dynamic variability of quantum links necessitates protocols
with real-time adjustment and dynamic adaptation capabilities
to ensure that communication requests are processed promptly
and effectively, thereby enhancing communication reliability
and efficiency.

To address these issues, our goal is to design a network pro-
tocol that improves the reliability of quantum links, optimizes
resource utilization, and adapts to the dynamic changes of
links. Through this optimization, we aim to achieve more effi-
cient and stable quantum communication, meeting the needs of
practical applications and promoting the widespread adoption
and development of quantum communication technology.

III. DESIGN

In this section, we first introduce the architecture of the
quantum network and time slot. And then provide a detailed
introduction to the two algorithms.

Host A

Host C

Repeater a 

Repeater b

Repeater e
Repeater d

Repeater c

control
plane

Host B

Controller

Request Host C

A-a-b-e-C

Fig. 2: Quantum Network Architecture.

A. Quantum Network Architecture

The architecture of a quantum network is illustrated in Fig. 2
It consists of the following components.

• Quantum Computer: The terminal device responsible
for initiating and receiving communication requests, aim-
ing to create end-to-end entanglement through the quan-
tum communication network, enabling the exchange and
processing of quantum states.

• Quantum Repeater: A device that transmits and am-
plifies quantum signals, connecting other repeaters or
quantum computers [39]–[41]. Using entanglement swap-
ping and purification techniques [42], [43], repeaters
can extend the transmission distance of quantum states,
ensuring that quantum information maintains high fidelity
over long-distance transmissions.

• Quantum Network Controller: The network control
plane, typically a classical computer, connects all re-
peaters and quantum computers, managing and coordinat-
ing the resources of the entire quantum communication
network [21].

Our algorithm primarily optimizes the quantum network
controller. The controller receives end-to-end entanglement
requests from quantum computers in the network and returns
the path information to these computers once the operation
is completed. The controller also receives local link entangle-
ment results, including both successful and failed attempts,
from repeaters within the network. Based on this information,
the controller selects the optimal path for each request and
performs path allocation according to the algorithm. The
controller then instructs intermediate repeaters to perform the
entanglement swapping operations on the designated links to
activate the end-to-end entanglement on the selected path.
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Fig. 3: Time slot structure.

B. Time Slot

In quantum communication networks, the introduction of
time slots is used to synchronize the operations of all nodes,
ensuring the effective transmission and processing of quantum
states. The duration of each time slot is set based on the techni-
cal characteristics of the specific equipment and configured to
an appropriate length by the link layer. Within each time slot,
only one of three quantum operations is allowed: entanglement
generation, entanglement swapping, or entanglement purifica-
tion. The scheduling algorithm determines which entangled
pairs in the repeater need to be swapped or purified in each
time slot. Meanwhile, new entangled pairs are generated by
the quantum source, transmitted through quantum channels,
and stored in the repeaters to supplement resources.

In our paper, time slots are used to coordinate quantum link
operations and resource scheduling. Our algorithm is designed
to optimize operations within each time slot. By carefully
designing the time slot length and scheduling strategy, we
ensure efficient resource utilization and high-fidelity quantum
state transmission.

The time slot structure is illustrated in Fig. 3. We now
describe all the subphases in a time slot.

1) The repeater performs local entanglement operations.
Assuming the existence of synchronized quantum
sources, when the time slot begins, all synchronized
quantum sources emit a pair of entangled qubits. These
qubits are received by the nodes, stored in the nodes’
quantum memories, and checked for success. Successful
entangled qubits are marked as available for subsequent
quantum information transmission, while failed qubits
are discarded.

2) The repeater feeds the results of the local entanglement
operations back to the quantum network controller.
These results include whether entangled pairs were
successfully generated and related costs, allowing the
controller to fully understand the current state of the
network.

3) The controller executes appropriate protocols based on
the received reports, such as routing protocols and
scheduling protocols. The controller makes optimal de-
cisions to maintain the stability of quantum communi-
cation and ensure the effective transmission of quantum
information.

4) The controller sends scheduling information to the re-
peater, including a list of pairs of quantum storage
node locations for performing entanglement swapping,
to create end-to-end entanglement.

5) Each intermediate node forwards the projection mea-
surement results (classical information) for obtaining
entanglement swapping to an endpoint node in the path.
These results are assumed to be forwarded directly by
the intermediate nodes without involving the controller.
In this way, the endpoint nodes can perform correspond-
ing quantum state corrections based on the received
measurement results, ensuring accurate transmission of
the entangled state.

6) The controller sends the final quantum communication
status to the host node, completing the entire quantum
information transmission process.

C. Historical Weighted Fidelity Routing (HWFR) Algorithm
In quantum computing and communication networks, the

design of routing algorithms is crucial for ensuring effi-
cient data transmission and resource allocation. We design
HWFR Algorithm 1 aimed at reducing communication costs
and improving network performance by optimizing the net-
work topology and path selection.

The algorithm begins by initializing quantum resources and
the request queue and setting up the network topology (Lines
1-2). For each link in the network, the algorithm reports
the link costs between repeaters and neighbors, updating the
network topology and link status accordingly (Lines 4-6).

First, the algorithm processes requests that were not suc-
cessfully scheduled in the previous time slice, selecting paths
for each request. If path selection is successful, the request is
placed back into its original priority queue, and the algorithm
proceeds to handle the remaining requests (Lines 9-12). For
each request in the newly arrived request set, the algorithm se-
lects a path and calculates the minimum cost. If the minimum
cost is lower than the historical cost, the request is placed in a
higher priority queue; otherwise, it is placed in a lower priority
queue (Lines 15-22).

In this process, the path selection algorithm is a critical
component, considering multiple metrics to choose the op-
timal path. Link cost is a critical metric that represents the
transmission overhead between a repeater and its neighbor.
In quantum communication networks, we primarily consider
the total length and fidelity of the transmission path. The
calculation formula is as follows:

Cost = (distance)α × (1− fidelity)β , (4)

where distance represents the physical distance between two
nodes, fidelity represents the fidelity of the link, and α and β
are weight parameters that adjust the importance of distance
and fidelity.

Besides, node hop count is another key factor, indicating the
number of repeaters a signal passes through from the source
node to the target node. Fewer hops can reduce the delay
and loss caused by repeaters during transmission, typically
resulting in higher reliability. Therefore, the path selection
algorithm tends to select paths with fewer hops.
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Algorithm 1 HWFR Algorithm

1: Initialize quantum resources and request queues
Qa,Qb,Qc

2: Initialize network topology and set historical cost to an
initial average cost

3: Pending set S, Requests set R
4: for each (repeater, neighbor, cost) in links do
5: Report link between repeater and neighbor with cost
6: end for
7: Update network topology and link status
8: if S ≠ ∅ then
9: for r ∈ S do

10: σ ← PathSelection(r)
11: Q ← σ
12: end for
13: S ← ∅
14: end if
15: for r ∈ R do
16: σ,min_cost← PathSelection(r)
17: if min_cost < historical_cost then
18: Qb ← σ
19: else
20: Qc ← σ
21: end if
22: end for
23: Update historical_cost

Additionally, network load is another important factor, refer-
ring to the current communication traffic on the path. To avoid
excessive load on certain links or nodes, the algorithm selects
paths with lower loads for transmission. When a link has been
used in previous routing decisions, the algorithm prioritizes
unallocated paths with the same cost, effectively distributing
network traffic, preventing single points of overload, and
enhancing overall network performance.

For a path P ,the optimization objectives are to maximize
the transmission efficiency of the path and minimize the
transmission cost:

min
∑

(i,j)∈P

(
distanceαij × (1− fidelityij)

β
)
, (5)

subject to:
fσ ≥ fmin, (6)

|P | ≤ Hmax, (7)∑
i∈V (P )

qi ≤ Qmax, (8)

where fσ defined as the product of the fidelities of all edges
in the path:

fσ =
∏
e∈σ

fe,

fmin is the acceptable minimum fidelity requirement for the
application:

σ∗ = arg min
σ∈Σ,fσ≥fmin

Cost(σ),

|P | is the number of hops in the path, Hmax is the maximum
allowable number of hops for the path, qi is the quantum bit
usage at node i, and Qmax is the total capacity of the node.

For each path σ, its total cost function Cost(σ) is a linear
combination of the link costs Ce = dαe ·(1−fe)β . Since dαe > 0
and (1−fe)

β > 0, the cost function Cost(σ) is a non-negative
function.

Additionally, the key influencing factors of link cost, de and
(1 − fe), involve power operations that are monotonic over
their domains. Therefore, under a fixed network topology, the
solution space of the problem exhibits convexity, ensuring the
existence and uniqueness of an optimal solution.

If the fidelity of each link e satisfies fe > 0.5, the lower
bound of the total fidelity fσ is:

fσ ≥ (0.5)k,

where k = |σ| is the number of links in the path. Therefore,
by limiting the path length k, it is possible to ensure that the
total fidelity fσ meets the application requirements fmin > 0.

The core design of the HWFR algorithm lies in the com-
bination of historical information and real-time link status to
ensure that path selection is both stable and dynamically adapt-
able. During the path selection process, the HWFR algorithm
employs a dynamic updating mechanism that adjusts the path
cost function based on the latest link reports (including fidelity,
noise level, link latency, etc.) in each round, while also weight-
ing historical performance data to form a comprehensive cost
model. This design allows the algorithm to quickly respond
to fluctuations in link conditions. For instance, when a link’s
fidelity decreases due to increased noise, the weight of the
real-time link status is increased, thereby reducing the priority
of that link in path selection.

This dynamic adjustment ensures that the algorithm does
not solely rely on historical data but can flexibly optimize
path selection based on the real-time environment. Therefore,
the HWFR algorithm can adapt to the challenges of topology
changes and link status fluctuations in quantum networks,
ensuring the reliability and efficiency of path selection, while
also taking into account the long-term performance reference
provided by historical data, achieving a balance between
stability and flexibility.

D. Dynamic Multi-Priority Quantum Scheduling (DMPQS)
algorithm

In the quantum computing environment, effective schedul-
ing of service requests is crucial for optimizing resource
utilization and improving system response speed. To address
this, we design DMPQS algorithm in Algorithm 2. This
algorithm aims to maximize resource utilization and system
response speed by appropriately allocating quantum comput-
ing resources within each time slice.

The algorithm begins by initializing the request queue
and sets up three sets to store deferred requests, completed
requests, and failed requests, respectively. During each time
slice, the algorithm sequentially merges request queues of
different priorities to form a new request set. When the request
set is non-empty, the algorithm processes each request. It
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Algorithm 2 DMPQS algorithm

1: Request queues Qa,Qb,Qc

2: S ← ∅, C ← ∅, F ← ∅
3: for each time slot do
4: R ← MergeQueues(Qa,Qb,Qc)
5: while R ≠ ∅ do
6: r ← SelectRequest(R)
7: σ ← r.path
8: if PathAllocation(r, σ) == successful then
9: E ← E \ {e ∈ σ}

10: C ← C ∪ σ
11: else
12: r.attempts← r.attempts + 1
13: if r.attempts > 3 then
14: Discard request r
15: else
16: if r ∈ Qc then
17: Promote r to Qb

18: else if r ∈ Qb then
19: Promote r to Qa

20: end if
21: S ← S ∪ {r}
22: end if
23: end if
24: R ← R \ {r}
25: end while
26: end for

selects a request from the set based on different strategies
and attempts to allocate a path for it. If the path allocation
is successful, the resources on that path are removed from
the available resources collection, and the request is added
to the completed requests collection (Lines 8-10). If the path
allocation fails, the request’s attempt count is recorded. If
the attempt count exceeds three, the request is discarded,
and a scheduling failure is reported; otherwise, the request
is placed in the deferred requests collection. Additionally, if
the request’s current priority is not the highest, its priority is
elevated by one level (Lines 13-22).

In the aforementioned quantum service request scheduling
algorithm, the process of selecting requests significantly im-
pacts the overall efficiency of the algorithm. We employ three
different selection algorithms to address various request types
and scenario requirements. These three selection algorithms
are the First-In-First-Out (FIFO) algorithm, the Best Selection
algorithm, and the Priority-Based Scheduling algorithm. The
following sections will detail the principles and applicable
scopes of these three selection algorithms.

Policy#1: FIFO. The FIFO algorithm is a simple and
commonly used scheduling strategy. This algorithm processes
requests in the order they arrive, giving priority to the earliest
arrivals for resource allocation. Specifically, when a new
service request arrives, the algorithm adds it to the end of the
queue. During each scheduling cycle, the algorithm retrieves
the request at the head of the queue and allocates resources to
it. If the allocation is successful, the request is removed from
the queue; otherwise, it is re-added to the queue to wait for

the next scheduling cycle.
The advantages of the FIFO algorithm include its simplicity,

low overhead, and high fairness, making it suitable for sce-
narios where request processing times are relatively uniform.
However, the FIFO algorithm may lead to low resource
utilization because some complex requests might occupy a
significant amount of time, thus extending the wait time
for subsequent requests. To mitigate this issue, our research
introduces priority queues that categorize requests based on
their complexity and urgency. This way, complex requests
do not block other requests for extended periods, thereby
optimizing overall resource utilization and system response
time.

Policy#2: Best Selection. The Best Selection algorithm
aims to process the most suitable requests based on certain
optimization criteria. This algorithm typically evaluates each
request using a scoring mechanism or cost function, selecting
the highest-scoring or lowest-cost request for priority pro-
cessing. For instance, in network routing, the Best Selection
algorithm may determine the optimal path based on factors
such as bandwidth, latency, or hop count.

In our algorithm, the Best Selection method evaluates
requests in the waiting queue during each scheduling cycle,
selecting the current optimal request for resource allocation.
If the allocation is successful, the request is removed from
the queue; otherwise, its score is updated and re-evaluated
in the next cycle. Our research employs a multidimensional
cost function, incorporating factors such as request wait time,
resource consumption, and request priority to achieve more
precise and efficient scheduling. The Best Selection algorithm
can significantly enhance overall system performance and
resource utilization, particularly when request characteristics
vary widely. However, its higher computational complexity
may increase scheduling overhead.

Policy#3: Random Selection. The Random Selection algo-
rithm processes requests by randomly selecting one from the
queue, thus achieving load balancing and preventing certain
requests from being neglected for extended periods. In each
scheduling cycle, the algorithm randomly selects a request
from the waiting queue for resource allocation. If the allo-
cation is successful, the request is removed from the queue;
otherwise, it is reinserted into the queue to wait for the next
scheduling cycle.

The advantages of the Random Selection algorithm include
its simplicity and ability to somewhat prevent unfair distri-
bution of resources. Due to its randomness, this algorithm
can effectively prevent certain requests from experiencing
prolonged wait times.

The core mechanism and performance guarantee of the
algorithm are analyzed from a theoretical perspective.

The resource allocation of DMPQS adopts a dynamic opti-
mization model, with the goal of maximizing resource utiliza-
tion U(t) within each time slice. Specifically, the algorithm
defines the optimization function for resource allocation as:

U(t) =
∑

ri∈Rt

w(ri) · δ(ri, t),
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where w(ri) represents the weight of task ri, typically related
to the task’s priority, and δ(ri, t) is an indicator function
that shows whether the task has been successfully allocated
resources. To ensure effective resource utilization, DMPQS
must meet the following constraint condition in each time
slice: ∑

ri∈Rt

ri.resource ≤ Total Resource(t),

which means that the total resource demand of all tasks
cannot exceed the system’s total resource capacity. Under
this mechanism, DMPQS prioritizes high-priority tasks while
avoiding resource wastage.

In terms of task completion rate, DMPQS ensures that
resource allocation meets the total resource constraint while
prioritizing high-priority tasks. If the total resource demand
of all tasks does not exceed the system’s total resources, the
lower bound of the task completion rate can be expressed as:

Pcomplete ≥
∑

ri∈Rt
δ(ri, t)

|Rt|
,

where |Rt| is the total number of tasks in the current time
slice. This analysis shows that DMPQS is able to complete
the vast majority of tasks when resources are sufficient, and
maximizes the completion rate of high-priority tasks through
reasonable scheduling strategies.

DMPQS algorithm also performs excellently in optimizing
task response time. Through dynamic priority adjustment, the
waiting time of high-priority tasks is significantly reduced, and
the average response time T̄ is defined as:

T̄ =
1

n

n∑
i=1

(ti − tarrive
i ),

where ti is the completion time of task ri, and tarrive
i is

the arrival time of the task. Compared to traditional FIFO
scheduling, DMPQS prioritizes the allocation of high-priority
tasks, ensuring that:

T̄high < T̄FIFO.

This priority allocation strategy effectively reduces the
response time of high-priority tasks, while minimizing the
blocking delay of low-priority tasks, thereby improving the
overall system performance.

For the time complexity of DMPQS algorithm, assume the
number of requests is N and the number of paths is M . In the
worst case, the merging of the priority queue is O(N logN),
and the cost evaluation of path selection is O(M). The overall
time complexity is O(N logN +N ·M).

The complexity of DMPQS is better for the scalability of
large-scale networks and is suitable for distributed environ-
ments.

In quantum networks, task failures may be due to poor link
conditions, resource contention, or other uncertain factors. To
address this, the DMPQS algorithm designe a dynamic retry
mechanism to maximize task completion rates and reduce
resource waste. When a task fails to allocate a path, the
algorithm first analyzes the cause of failure and decides
whether to retry based on conditions such as link fidelity

BobAlice
Quantum Connection

Classical Connection

Transmit Bell pairs

Transmit control messages

Adds propagation time and loss 

Only adds propagation time

Fig. 4: The end-to-end links established in our experiment.

slot 1

slot 2

slot 3

Quantum memory Quantum Processor
Classical Channel

Classical Channel

Quantum 
Channel

Qubit

Flying Qubit

Quantum Port

Classical Port

Fig. 5: The node construction using in our experiment.

and resource availability. If the link fidelity is below a preset
threshold, the retry will wait for the link status to improve
in subsequent time slots; if the failure is due to resource
contention (e.g., insufficient qubit storage space or high path
load), the algorithm will attempt to reallocate resources in
subsequent time slots. Moreover, to avoid resource waste due
to frequent retries, the algorithm sets a maximum number of
retries for each request. Requests that exceed this number will
be downgraded or discarded.

IV. EVALUATION

In this section, we evaluate the performance of our con-
tribution within the context of a synthetic network, which is
randomly generated to include ten repeaters and an array of
interconnections. Before diving into the detailed evaluation,
we describe the fundamental settings and the platform utilized
for this experiment. The network’s random generation ensures
a diverse and unbiased representation of potential real-world
scenarios, thereby enhancing the validity and applicability of
our findings.

A. Fundamental Settings and Platform

The results in this section were obtained using the ’Net-
Squid’ platform, an open-source, discrete-event simulator
tailored for quantum information processing. Developed in
Python, its adaptability has made it a valuable asset for
a variety of quantum network communication experiments.
Recognizing its effectiveness, we selected ’NetSquid’ as our
primary experimental tool.

One of the most important building blocks in the simulations
are illustrated in Fig. 4, which shows two nodes (Alice and
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Bob) interconnected through a combination of quantum and
classical links. The lengths of these channels are randomly
generated as previously described. Each node is equipped
with a quantum source that emits EPR-entangled pairs to
its connected nodes in certain frequency. The quantum and
classical channels are configured with a propagation delay
δ = d

c′ , where d is the length of one channel and c′ is the
propagation speed. Furthermore, the loss of transmitting qubits
are added to the quantum channel with a probability of:

ploss = 1− (1− pinit · 10−
ηd
10 ), (9)

where pinit is the probablility the qubit is lost as soon as its
generation, which occurs due to imperfections in the physical
devices used for generation and entanglement. Additionally,
η denotes the fiber optic attenuation coefficient, measured
in decibels per kilometer (dB/km). In contrast, we consider
the classical channel to be free of errors, introducing only a
propagation delay introduced before. These assumptions are
justified given the current capabilities of high-speed optical
fiber communications, especially when the data exchanged is
of a small size.

Another key infrastructure in our simulation is the node.
As shown in Fig. 5, each node is equipped with essential
components that facilitate quantum communication: a quantum
memory for storing qubits and a quantum processor to manipu-
late them. Quantum ports are added to the node for the purpose
of reception and transmission of EPR-pairs to its adjacent
nodes, and classical ports enable nodes to exchange correction
bits to achieve quantum teleportation. The quantum processor
processes the qubits in the quantum memory to carry out
entanglement swapping. This is achieved by performing a Bell
measurement on a pair of qubits and then making corrections
using X and Z-gates, based on the received correction bits.

To simulate the real conditions in the pyhsical world, we
integrate two distinct noise models within our node simula-
tions. Specifically, we have applied the dephazing noise to the
quantum memory, which accounts for the decoherence due to
environmental interactions. The realization of dephazing noise
is utilization of Pauli Z-gate stochastically with probability:

pdephase = 1− e∆t·Rdephase , (10)

where Rdephase is the dephasing rate (in Hz) and ∆t is
the duration time since the qubit is stored in the quantum
memory slot. Concurrently, the X-gate and Z-gate operations
in quantum processor are subjected to the depolarizing noise,
which reflects the impact of random energy fluctuations on the
qubit states. The depiction of depolarizing noise is achieved
by stochastically applying Pauli X, Y, and Z-gates, each with
the defined probability:

pdepo = 1− e∆T ·Rdepo , (11)

where Rdepo denotes the depolarizing rate, measured in hertz
(Hz), and ∆T represents the duration necessary for the in-
struction’s execution.

In summary, the overview of our experiment’s settings is as
follows:

• Simulation Platform: We conduct this experiment using
the Netsquid library, specifically version 1.1.7, which

offers quantum information processing simulation on a
classical computer. And the simulations are run in a
Python 3.8.19 environment.

• Nodes Configuration: The synthetic network includes 10
repeaters equipped with a quantum source that emits
EPR-entangled pairs at a frequency of 10 MHz and
interconnected through a combination of quantum and
classical links.

• Noise Model: We apply dephase noise model to quantum
memory, accounting for decoherence due to environmen-
tal interactions. And depolarizing noise model is applied
to quantum processor affecting the X-gate and Z-gate
operations, reflecting the impact of random energy fluc-
tuations on the qubit states. Both of these noise models
are realized in Netsquid internally.

• Channel Characteristics: Both classical and quantum
channel use optical fiber and the length of each channel
is randomly generated from 1 km to 10 km with an initial
loss rate pinit = 0.05% . Moreover, we apply fiber noise
model offered by Netsquid to each channel to configure
the proper propagation speed.

In subsequent sections, we examine the performance of our
Dynamic Multi-priority Quantum Scheduling(DMPQS) algo-
rithm in aspects of average response time of requests, requests’
state and link utilization. This analysis is conducted in three
standard algorithms previous described: Best selection, First-
In-First-Out (FIFO), and Random selection. And tranditional
FIFO will be our simulation’s benchmark algorithm.

B. Performance on Average Response Time of Requests

In this section, we evaluate the performance of the DM-
PQS algorithm with respect to the average response time of
requests. We conduct the simulations over ten rounds, with
each round generating 10 new requests randomly.

Fig. 6 shows the performance comparison of different
scheduling algorithms on the average response time of requests
in quantum networks. We use the traditional First-In-First-
Out (FIFO) algorithm as a benchmark and compared it with
the three selection strategies of our proposed Dynamic Multi-
Priority Quantum Scheduling (DMPQS) algorithm: random
selection, FIFO, and optimal selection. Experimental results
show that the DMPQS algorithm with optimal selection per-
forms best in terms of average response time, followed by
the DMPQS algorithm with random selection, the DMPQS
algorithm with FIFO, and the traditional FIFO algorithm.

The experimental results indicate that scheduling strategies
using the optimized algorithm significantly outperform strict
FIFO without the optimized algorithm. In the first ten rounds
of experiments, the DMPQS algorithm with optimal selection
consistently exhibited the lowest request response time, espe-
cially as the number of rounds increased, and its performance
advantage became more pronounced. The DMPQS algorithm
with random selection improved response speed by randomly
eliminating some requests, thereby reducing system load.
In contrast, the response times of the DMPQS algorithm
with FIFO and the traditional FIFO algorithm significantly
increased as the number of rounds increased.
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Fig. 6: Average Response Time.

As shown in Fig. 6, the DMPQS algorithm with optimal
selection had an average response time of approximately
10605.6 nanoseconds in the first ten rounds, while the response
time of the traditional FIFO reached 14891.7 nanoseconds,
representing an efficiency improvement of about 30%. The
average response times of the DMPQS algorithm with random
selection (elimination rate = 25%) and the DMPQS algorithm
with FIFO were 12420.5 nanoseconds and 13274.9 nanosec-
onds, respectively. This indicates that even with the use of the
optimized algorithm, different scheduling strategies can still
significantly impact system performance.

In conclusion, the DMPQS algorithm with best selection
performs best in improving request response time, followed
by the DMPQS algorithms with random selection and FIFO.
Strict FIFO, due to the lack of an optimized algorithm, lags
significantly in performance. These results demonstrate that
adopting appropriate scheduling and selection algorithms in
quantum communication networks can significantly enhance
overall system performance and response speed.

C. Performance on Link Utilization Rate

In this section, we evaluate the performance of the DMPQS
algorithm with respect to link utilization rate. As described
before, we conduct the simulations over ten rounds, with
each round generating 10 new requests randomly. And tra-
ditional FIFO algorithm will stil serve as a benchmark and be
compared with the three selection strategies of our proposed
Dynamic Multi-Priority Quantum Scheduling (DMPQS) algo-
rithm: random selection, FIFO, and optimal selection.

The experimental results denotes that scheduling strategies
using the optimized algorithm outperform traditional FIFO
without the optimized algorithm. The best selection strategy’s
link utilization rate reached 71.3%, which is an increase of
12.4% over the traditional FIFO algorithm’s rate of 63.6%.
However, building upon our previous findings that demon-
strated the best selection strategy in the DMPQS algorithm
outperformed the benchmark by a significant 29.1% reduction
in average response time, which means that the DMPQS
algorithm using best selection not only improves the speed of
service but also enhances the efficiency of network resource

use. This dual improvement is a clear indication of the
effectiveness of our algorithm in managing network traffic.

The trends showing in the Fig. 7 shows that as the number
of rounds increased, the performance of DMPQS algorithm
with three optimized algorithm advantage became even more
pronounced. Through theoretical analysis, this phenomenon
can be explained by that as the number of rounds increases,
the requests become a stream of continuous flow, allowing
the DMPQS algorithm to fully leverage its dynamic prior-
itization capabilities. As the simulation progresses and more
requests are received, the DMPQS algorithm gradually reaches
a steady state where its efficiency and performance stabilize.
This is due to the algorithm’s ability to adapt and allocate
resources dynamically, ensuring that even as the volume of
requests grows, the system can handle them effectively without
significant delays.Conversely, the traditional FIFO algorithm,
which lacks this dynamic adaptation, begins to exhibit signs
of congestion as the number of requests grows. The inherent
characteristic of the FIFO algorithm is to process requests in
the order they are received, without considering their relative
importance or urgency. This can lead to a backlog of requests,
as higher priority tasks may be delayed by a queue of lower
priority ones.

As depicted in Fig. 7, the performance of the traditional
FIFO algorithm declines further as the number of rounds—and
consequently, the number of requests—increases. The conges-
tion caused by this backlog of requests results in increased
response times and reduced overall network efficiency. This
decline is particularly evident when compared to the DMPQS
algorithm, which maintains higher link utilization rates and
lower response times even under the same conditions.

In summary, the simulation results highlight the long-term
benefits of using the DMPQS algorithm in scenarios where
request volume is expected to grow. The ability of the DMPQS
algorithm to maintain high performance as the system scales
up is a testament to its robustness and suitability for modern
network environments where adaptability and efficiency are
key.
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D. Performance on State of Requests

As previously demonstrated, our evaluation of the DMPQS
algorithm has encompassed its performance concerning the
average response time of requests and the link utilization rate.
we now consider the impact of the algorithm on the state
of requests. We will assess how the DMPQS algorithm and
traditional FIFO algorithms manage an increasing number of
service requests, including the possibility that some requests
may be delayed or dropped by the algorithms. This assessment
is essential for understanding how each algorithm performs
under load and its ability to handle request overflow without
discarding requests unnecessarily.

As shown in Fig. 8 the data reveals significant insights
into how the different scheduling algorithms manage service
requests. The DMPQS algorithm with the best selection strat-
egy completes an average of 9.8 requests per round, with
3.6 requests experiencing delays. This is notably higher than
the Traditional FIFO, which completes the same number of
requests but with a higher delay rate of 9.6 requests per round.
The DMPQS algorithm with FIFO selection lags slightly with
8.1 completed requests per round, yet it has a higher rate of
request abandonment at 1.7 per round, compared to the best
selection strategy’s 0 abandoned requests. It is worth noting
that although the DMPQS algorithm with the best selection
strategy did not abort any requests in the experiment, there is
a theoretical possibility that such occurrences could happen.

When we combine these findings with the previous results
showing a 29.1% reduction in average response time and
a 12.4% increase in link utilization for the best selection
strategy of the DMPQS algorithm, a clear pattern emerges. The
DMPQS algorithm, particularly with the best selection, not
only reduces response times and increases link utilization rates
but also effectively minimizes task delays and abandonment.
This suggests that the dynamic prioritization inherent in the
DMPQS algorithm allows for more efficient request handling,
leading to better overall network performance.

In summary, the DMPQS algorithm outperforms the Tradi-
tional FIFO across multiple aspects. The best selection strategy
within DMPQS algorithm demonstrates superior task comple-
tion rates with fewer delays and no abandonments, aligning
with its previously observed efficiency in reducing response
times and enhancing link utilization. These comprehensive
results underscore the DMPQS algorithm’s robustness and
its potential as a preferred scheduling strategy in network
management, offering a balanced approach to optimizing both
the speed and quality of service. Future work should focus
on implementing the DMPQS algorithm in various network
conditions to further validate its performance benefits.

E. Scalability Analysis and Resource Overhead

Small-Scale vs. Large-Scale Networks: The scalability of
HWDSQP, particularly the HWFR and DMPQS algorithms,
can be evaluated through their computational complexity and
the observed experimental trends. While the study focused on
a network with 10 repeaters, the results provide a foundation
for extrapolation to larger and more dynamic networks. The
HWFR algorithm’s path selection complexity scales with the

network size, as it evaluates link costs across all available
paths. With a complexity of O(N logN), where N is the
number of nodes, the algorithm remains computationally ef-
ficient for medium-to-large networks. Similarly, the DMPQS
algorithm, which leverages dynamic multi-priority queues for
request scheduling, has a complexity of O(M · L), where M
is the number of requests, and L is the number of candidate
paths. This ensures scalable scheduling performance under
increasing network sizes.

Memory Requirements: Each quantum repeater and the net-
work controller require quantum memory for storing entangled
pairs. For a network with 10 nodes, the memory requirements
remain modest, scaling linearly with the number of active
links. The network controller also requires classical memory
to store topology graphs and historical cost data for path
optimization. These demands are manageable with modern
computational resources.

Computational Load: The HWFR algorithm evaluates met-
rics such as distance, fidelity, and resource constraints for path
selection. In the tested 10-node network, the processing time
per request aligns with real-time operational requirements.
With a complexity of O(N logN), the algorithm remains
practical for larger networks. Similarly, the DMPQS algorithm
dynamically schedules requests with a complexity of O(M ·L),
scaling with the number of requests and available paths. This
ensures efficient resource utilization while maintaining system
responsiveness.

Discussion: The HWDSQP protocol demonstrates strong
potential for scalable deployment in distributed quantum net-
works. Its modular design ensures adaptability to various
network scales, making it suitable for applications such as
quantum key distribution and distributed quantum computing.
The protocol’s ability to dynamically prioritize and optimize
resource allocation enhances network reliability and efficiency.
Future work will validate these findings through large-scale
simulations and explore integrating quantum error correction
for increased robustness.

V. RELATED WORK

a) Distributed Quantum computing: Due to hardware
constraints, the current quantum computers support a limited
number of qubits, which is far from satisfying the requirements
of complex computational tasks. Consequently, distributed
quantum computing (DQC) has been proposed to divide com-
plex computational tasks into relatively weakly correlated sub-
tasks and distribute them across different quantum computers
for execution. Caleffi et al. [44] conduct a systematic survey,
categorizing the challenges faced by DQC into four aspects:
quantum algorithms, quantum networks, quantum compilation,
and quantum simulation. Regarding quantum networks, they
discussed the impact of noise and quantum coherence on
communication quality and efficiency. Diadamo et al. [45]
take the variational quantum eigensolver (VQE) problem as
an example, and improved the design of quantum circuits
and network control protocols to enable efficient distributed
execution. To support parallel primitives in quantum com-
puting, Häner et al. extend the classical parallel computing
primitive, message passage interface (MPI), to QMPI [46],
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which enables the implementation, debugging, and evaluation
of quantum computing algorithms. Cuomo et al. [47] formalize
the distributed compilation problem as a dynamic network flow
problem to address the compatibility issues between quantum
circuits and actual quantum hardware, and used an approxi-
mate algorithm to solve it. Although the aforementioned work
has been done, there is a long way to go to realize large-scale,
general-purpose distributed quantum computing. Our work is
dedicated to the implementation and optimization of quantum
data networks, which is orthogonal to the existing work on
parallel primitives and compilation.

b) Routing: In the context of distributed quantum data
networks, quantum routing considers how to efficiently and
securely transmit qubits from a source quantum computer
to a destination computer through the principles of quantum
mechanics. The key technologies involved include repeater
selection, quantum entanglement allocation, and channel noise
error correction. Mehic et al. [17] consider quantum key
exchange and the foundations of quantum routing from the
perspective of network design. Amer et al. [18] assume a
trusted quantum relay and node environment, and compare
different routing protocols and their performance in various
use cases. Shi et al. [19] envision how to use quantum
entanglement to improve the success rate of long-distance
quantum communication when the relay nodes are untrusted.
They design an entanglement routing model distinct from
classical routing problems and propose the Q-CAST algorithm
to solve the long-distance quantum entanglement problem. To
address the failure of entanglement pair generation during the
routing process in existing routing protocols, Li et al. [13]
propose purification-enabled entanglement routing designs.
They also extend the Dijkstra algorithm to Q-LEAP to reduce
the complexity of routing lookup. Chehimi et al. [20] study the
rate of quantum entanglement generation and its distribution
on quantum memories during the routing process in a hetero-
geneous quantum network environment. They formalize this
problem as an integer nonlinear programming problem and
verify the superiority of their algorithm through simulation
experiments. We propose an optimized routing scheme for the
controller in quantum networks, which considers key metrics
such as the transmission distance and fidelity of qubits when
calculating path costs. The algorithm incorporates historical
cost considerations, allowing it to optimize based on past
path selections and performance data and enhance the overall
efficiency and reliability of the network.

c) Scheduling: Quantum communication relies on lim-
ited quantum channel resources, such as qubits and quan-
tum relay nodes. How to reasonably allocate these scarce
resources among different users and applications is a key
issue. Addressing the new features of distributed quantum
communication, such as multi-peer connection and fluctu-
ating qubit exchange rate, Cicconetti et al. [48] design an
empirically-based communication optimization scheme from
the perspective of network resource allocation. Zhu et al. [49]
extend the application scenario of quantum key distribution
networks to cloud-edge collaboration, and formalized the net-
work resource allocation problem as an integer linear program-
ming problem, using heuristic algorithms to achieve a trade-

off between the demands of communication, computation,
caching, and cryptography. Grillo et al. [50] envision how to
optimize the exchange rate in quantum key distribution net-
works through satellite communication. Through a centralized
resource scheduling scheme, they can select the most conve-
nient communication path and resource allocation plan. Since
considering routing and resource allocation in quantum com-
munication is a complex decision problem, Sharma et al. [51]
propose a deep reinforcement learning method to select the
appropriate routing path and the optimal network resource
configuration. Our scheduling algorithm employs a multi-
priority queue scheduling mechanism that dynamically adjusts
resource allocation based on the current network status. This
approach effectively handles fluctuations in qubit exchange
rates and multipoint connection demands. The algorithm also
considers the possibility of quantum entanglement generation
failures and incorporates an efficient retry mechanism, further
enhancing the network’s stability and reliability.

VI. CONCLUSION

In this paper, we design and implement HWDSQP aimed at
addressing the reliability and throughput issues of quantum
links in quantum communication networks. This protocol
comprehensively considers the reliability, fidelity, and resource
utilization of quantum links, enabling it to dynamically adapt
to changing conditions within the quantum network, ensuring
continuous, stable, and efficient communication. We propose
the HWFR algorithm, which optimizes path selection by
dynamically assigning weights to metrics such as link length,
noise levels, entanglement success rates, and quantum repeater
resource limitations, thus improving the high fidelity and
reliability of quantum communication. In addition, we design
a DMPQS algorithm that dynamically adjusts request priorities
based on the urgency of service requests, resource usage,
and other requirements. The experimental results show that,
compared to the traditional FIFO algorithm, the DMPQS
algorithm reduces the average response time by approximately
30% and improves link utilization by 12.4%.
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