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Jia Zhang, Senior Member, IEEE, and MengChu Zhou, Fellow, IEEE

Abstract—A collaborative system that includes mobile devices
(MDs), edge nodes (ENs), and the cloud is needed where ENs
at the network edge can run offloaded tasks of MDs with
limited resources and energy for timely processing for latency-
sensitive applications. Unlike existing studies, we formulate a
total cost minimization problem for the system for applications,
which can be divided into several interdependent subtasks. Each
subtask can be executed in MDs, ENs, and the cloud. This work
formulates a mixed-integer nonlinear program to minimize the
total system cost. To address it, a novel meta-heuristic optimiza-
tion algorithm called Genetic Simulated-annealing-based Particle
swarm optimization with Auto-Encoder (GSPAE) is proposed,
which innovatively combines feature extraction of deep learn-
ing and global search of meta-heuristic optimization. Genetic
operations provide diverse solutions, the Metropolis acceptance
of annealing offers a robust global search, and autoencoders
extract distribution characteristics of particles towards high-
quality regions for fast convergence. Thus, GSPAE optimizes
the associations between ENs and MDs and the scheduling of
subtasks among MDs, ENs, and the cloud. Experiments with
large-scale Google cluster datasets show that compared to state-
of-the-art benchmark methods, GSPAE reduces the total cost by
at least 17% while strictly meeting limits of application latency,
available energy, computing, and communication resources of
ENs and MDs.
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I. INTRODUCTION

Recent years have witnessed fast growth of computation-
intensive applications in the emerging Internet of Things
(IoTs) [1]. Mobile devices (MDs) only have constrained
energy capacities, communication, computing, and storage
resources. It is highly challenging to finish MDs’ tasks before
their latency bounds. To realize this, a new paradigm of mobile
edge computing (MEC) is designed to enable rapid execution
for latency/computation-intensive tasks in MDs. Edge servers
with high configurations in MEC are often installed and
implemented in base stations. MDs can offload some tasks to
MEC servers to provide quick services. Current 5G networks
can connect billions of MDs directly associated with MEC
servers [2]. Therefore, dynamically offloading tasks in MEC is
feasible to optimize resource allocation among MDs associated
with edge nodes (ENs) in the current literature [3], [4]. MDs
all share constrained energy, communication, computing, and
storage resources of ENs, making it highly challenging for
ENs to realize swift services to available MDs [5]. Thus, the
simple integration of MDs and ENs often fails to run MDs’
tasks. To address this issue, an edge and cloud collaborative
system is frequently used where computation-intensive tasks
are dynamically scheduled among ENs, MDs, and a cloud
data center (CDC) [6], [7] for realizing the lowest response
time and the optimal load balancing [8]. Another method for
decreasing the response time in MEC is dynamic partitioning
of tasks. Most current methods for offloading dependent tasks
fail to support it because the running of a task relies on the
execution of its preceding tasks. Nevertheless, a complex task
can be dynamically divided into many subtasks. Each subtask
can be scheduled to be completed in ENs, MDs, and CDC,
respectively, further making task offloading for dependent
applications more complicated.

Furthermore, the offloading mentioned above and comput-
ing processes in MDs, ENs, and CDC can be completed
simultaneously for quick response. Yet, partitioning of depen-
dent tasks is complex because many critical factors, including
available computing resources in MDs and ENs, wireless
channel information between MDs and ENs, and execution
cost in CDC, need to be jointly considered [9]. The current
existing studies have the following drawbacks. First, most
existing task partitioning approaches are mainly suitable for
the MEC systems with ENs only or simple tasks that do
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not depend on the execution results of their preceding or
subsequent tasks [10]. Second, most current methods are only
suitable for small-scale systems with a few MDs and ENs,
making them infeasible for applications in large-scale and real-
life complex MEC systems [11]. Third, most of the current
methods are only designed for relatively simple architectures
without CDC, e.g., those with many MDs and one EN [1] and
those with multiple MDs and several ENs [12].

Unlike existing studies, we jointly and innovatively optimize
the partitioning and offloading of tasks and the user associ-
ations in the edge-cloud collaborative system. It focuses on
minimizing the collaborative system cost while satisfying the
limits of tasks’ response time, system energy consumption, and
computing and communication resources of ENs and MDs.
Significant contributions are summarized as follows:

1) Unlike existing studies, this work innovatively considers
tasks that include subtasks with inter-dependency, i.e.,
each task owns many subtasks with inter-dependency that
need to be executed sequentially. This work proposes
a hybrid and collaborative edge and cloud system with
many ENs, MDs, and CDC, where user associations
between ENs and MDs directly affect the subtask number
in ENs, the running time of subtasks, and the system en-
ergy consumption. Specifically, we establish a constrained
optimization problem for optimizing task offloading and
partitioning and user associations for subtasks with inter-
dependency in the collaborative system. It is formulated
as a Mixed Integer Non-Linear Programming (MINLP)
problem, which minimizes the system cost.

2) To solve the problem, we design a novel algorithm called
Genetic Simulated-annealing-based Particle swarm opti-
mizer with Auto-Encoder (GSPAE). GSPAE innovatively
combines an autoencoder (AE) [13], genetic algorithm
(GA), and the rule of Metropolis acceptance in Simulated
Annealing (SA) [14] into a Particle Swarm Optimizer
(PSO) [15]. In each iteration of GSPAE, genetic op-
erations, including selection, crossover, and mutation,
are first used to yield diverse solutions. The Metropolis
acceptance criterion of SA then conditionally accepts
a new solution probabilistically in each iteration, thus
increasing global search ability and avoiding trapping into
local optima. In each iteration, AE is integrated to ex-
tract features of higher-quality particles, speeding up the
search process toward regions with better solutions. Thus,
GSPAE provides a diverse, global, and fast optimization
mechanism, which yields a unique solution that deter-
mines associations between MDs and ENs and subtask
splitting ratios among MDs, ENs, and CDC. Experiments
with real-life datasets from Google cluster demonstrate
that GSPAE reduces the total system cost by 43.39%
and 7.032% compared to SA-based PSO (SAPSO) and
Genetic SA-based PSO (GSPSO), respectively, which
also combine global search of SA and fast convergence
of PSO for yielding a high-quality solution by integrating
merits of different algorithms.

The rest of the paper is organized as follows. Section II
discusses the related work and shows the novelties of our

proposed method. Section III presents a partial offloading
framework of the edge-cloud collaborative system and the
formulated total cost minimization problem, which has been
proven to be NP-hard [17]. Section IV gives details of GSPAE.
Section V gives extensive simulation results over real-life
parameter settings in a typical scenario. Section VI gives the
conclusion and points out the future work.

II. RELATED WORK

A. Task offloading

Task offloading has been a vital edge and cloud computing
topic in recent years. Guo et al. [18] apply machine learning
to task offloading at a network edge and propose an intelligent
task offloading method. It achieves quicker processing and
higher prediction accuracy for resource-hungry applications
than several traditional offloading methods. Haber et al. [22]
present a nonconvex and mixed-integer program, which is
tackled by a branch and bound algorithm. It jointly optimizes
the system execution cost and the energy consumption of MDs
in a multi-access MEC system to meet the latency needs
of devices. The two studies only consider an MEC system,
which is relatively simple to make task-offloading decisions.
To extend them to more realistic cases, Zhang et al. consider a
system consisting of a cloud radio access network and MEC.
They [21] give an algorithm for joint resource allocation and
task offloading in a cloud radio access network supporting
MEC. An MINLP is given and addressed by a Lyapunov opti-
mization algorithm to optimize task offloading and scheduling
of computation and radio resources. To consider more complex
scenarios, further studies consider hybrid systems consisting of
MEC and cloud, which are closer to real-life cases in current
literature. Specifically, the study in [19] designs an algorithm
for offloading tasks in a hybrid edge and cloud system. An
NP-hard problem is handled online, which maximizes the
number of admitted requests and minimizes their operation
cost within a given period. The study in [20] presents an
algorithm for offloading tasks in a collaborative cloud and
MEC environment. Different offloading decisions are designed
for multiple tasks with various resource and latency needs.
It effectively achieves load balancing and decreases data
leakage risks. Above all, these studies realize intelligent task
offloading strategies with machine learning and mathematical
optimization methods to reduce the system cost and improve
execution performance with minimized resources. However,
they fail to consider complex applications, each consisting of
multiple interdependent tasks.

Unlike the studies mentioned above, our work focuses on
partial computation offloading and user associations for tasks
with inter-dependency in hybrid edge and cloud systems. We
consider the dependency of tasks and intelligently offload
subtasks among MDs, ENs, and CDC in a cost-optimized
manner.

B. Hybrid edge and cloud systems

The design of hybrid edge and multi-cloud systems has
recently received a growing number of studies. Rodrigues et
al. [23] design a dual-focus method to reduce the service
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latency in the edge cloud with two cloudlet servers. It has
a dual focus on communication and computation elements
that determine processing latency in the migration of virtual
machines and the transmission latency. Fantacci and Picano
[24] establish an edge and cloud system and optimize the
number of dropped tasks whose response time is more sig-
nificant than their latency limits. They formulate a game-
matching problem between applications and edge servers.
These studies adopt offline mathematical methods to optimize
resources and reduce task latency. To avoid the additional
time caused by offline methods, Dinh et al. [25] design an
edge and cloud computing environment in which resource-
limited edge devices rent resources from a cloud and pro-
vide services to its users. Offline and online algorithms are
proposed to optimize resource allocation and procurement
for ENs. It adopts offline or online methods with known
or partial future demand. Thus, it can be applied to more
real-life scenarios. Unlike the above studies, several studies
consider more types of loads in hybrid MEC and cloud,
which are more challenging to schedule. Mishra et al. [26]
designed two types of resource allocation methods by using
analytic hierarchy processes in hybrid fog and cloud systems.
They aim to decrease the latency of each task by considering
heterogeneous loads of network and computing. In addition to
considering task routing, Chen et al. [27] further consider a
joint task routing and placement problem for latency-sensitive
applications. They present a hybrid computing architecture
to provide sufficient resources to run real-time and resource-
intensive tasks in edge networks. Above studies adopt tradi-
tional analytic methods to realize resource allocation in hybrid
MEC and cloud. Several studies seek to use recently emerging
reinforcement learning or deep learning techniques to realize
task offloading. Li et al. [28] formulate the task execution
in an MD as a directed acyclic graph and introduce a meta-
reinforcement learning approach for dynamical and robust
task offloading, thus improving the sampling efficiency of
tasks. Tuli et al. [29] employ a tree-based search strategy and
a deep neural network-based surrogate model to effectively
optimize scheduling decisions, thus improving the efficiency
of workflow application scheduling in distributed and parallel
MEC computing systems and efficiently utilizing computing
resources to meet users’ performance requirements. Above
all, these studies adopt classical mathematical methods, deep
learning, or reinforcement learning to realize task offloading
and resource allocation for applications in hybrid edge and
cloud systems, thereby improving execution efficiency and
reducing task latency. However, they ignore the dependency
of multiple tasks belonging to the same complex application,
and their methods cannot be directly applied in real-life edge
and cloud systems because of task heterogeneity and their
simplification of established models.

Unlike them, our work optimizes the cost of the collabora-
tive edge and cloud system while strictly meeting the latency
needs of tasks of dependent applications. In addition, it jointly
optimizes task partitioning and offloading, as well as user
associations, for the first time. Table I compares this work
and its state-of-the-art peers in the literature.

III. PROBLEM FORMULATION

A. Problem statement

Servers in CDC

...

Server in EN

EN 2

EN 1

EN J

MD K

MD 2

MD 1

Server in EN

Subtask of MD 1

Subtask of MD 2

Subtask of MD K

Fig. 1. Collaborative edge and cloud system architecture.

It is worth noting that this work focuses on task offloading
for dependent applications. Each application has multiple jobs,
which is more general in the real world. For example, a virtual
reality application comprises extracting sensor data, rendering
new image frames, compressing data, transferring data, and
displaying data, etc. [31]. The dependent tasks belonging to the
same application must be executed sequentially based on their
dependencies, i.e., each subsequent task must wait for all its
predecessor tasks to finish execution. The dependencies among
tasks are constraints or factors that must be considered when
making decisions about task offloading. The task offloading
choices bring about the computation cost of ENs. Thus, min-
imizing the total system cost while considering dependencies
among different tasks becomes an issue worth attention.

Fig. 1 shows the collaborative architecture of edge and
cloud systems, including K MDs, J ENs, and a centralized
CDC. Each EN includes a base station and an MEC server
that provides wireless communication. J ENs are connected
to CDC with backhaul networks. xk,j is a binary variable
showing the association relation between MD k and EN j.
If MD k is associated to EN j, xk,j=1; otherwise, xk,j=0.
Similar to [32], it is assumed that each MD is associated with
at most one EN in each time slot, i.e.,

J∑
j=1

xk,j≤1, 1≤k≤K (1)

πk is the EN set available to MD k, i.e.,

xk,j=0, ∀ j /∈πk (2)

Suppose xk,j=1, MD k’s offloaded tasks are completed in
EN j and transmitted to CDC. We assume an MD has only a
task in each time slot and is divided into many subtasks. Each
subtask has its input data. A typical example is video object
tracking, which can be divided into many dependent segments.

MDs, ENs, and CDC can complete each task’s subtasks
simultaneously. αk is a ratio of subtasks scheduled to MD k.
βk,j is a ratio of MD k’s subtasks scheduled to EN j. γk,j
is a ratio of MD k’ subtasks scheduled to CDC through EN
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TABLE I
COMPARISON BETWEEN THIS WORK AND ITS STATE-OF-THE-ART PEERS

Reference User associations between MDs and ENs Cloud data centers Feature extraction Task dependency Deep learning

[18] × × × × ×
[19] × ✓ × × ×
[20] ✓ ✓ × ✓ ×
[21] ✓ ✓ × × ×
[22] ✓ ✓ × × ×
[23] ✓ ✓ × × ×
[24] × ✓ × × ×
[25] × ✓ × × ×
[26] ✓ ✓ × ✓ ×
[27] × ✓ × × ×
[28] × ✓ ✓ ✓ ✓

[29] × ✓ × ✓ ✓

This work ✓ ✓ ✓ ✓ ✓

j. If xk,j=0, no subtasks are scheduled to ENs or CDC, i.e.,
βk,j=γk,j=0. Then,

0≤βk,j , γk,j≤xk,j (3)

For each MD k, we have:

αk+

J∑
j=1

βk,j+

J∑
j=1

γk,j=1 (4)

Besides, similar to [30], we assume that each MD moves
dynamically from one time slot to another, and their moving
locations are changed at the start of each time slot. Thus,
decision variables including xk,j , αk, βk,j , and γk,j are
changed once in each time slot.

B. Modeling of computing time

1) Computing time in MDs: Ik is the size of a task’s
input data (in bits) in MD k. zk is the CPU cycle number
to run a bit for MD k. Thus, αkIkzk is the total CPU cycle
number required in MD k. f1k is MD k’s running speed (CPU
cycles/sec.). τ1k is MD k’s computing time (in sec.). Then,
following [33], we have:

τ1k=
αkIkzk
f1k

(5)

2) Computing time in ENs: Similar to [34], each EN with
multi-core processors can execute subtasks in parallel. Its
computing resources are equally allocated to its associated
MDs [1]. The subtasks of each MD start execution directly
in their associated EN. Sj is the number of channels for EN
j, which provides services to Sj MDs at most. Then,

K∑
k=1

xk,j≤Sj (6)

f2j is EN j’s running speed. Then, the total number of bits
of MD k scheduled to EN j is βk,jIk. EN j’s computational

speed for MD k is
f2
j∑K

k=1 xk,j
. τ2k,j is the computing time of

subtasks of MD k offloaded to EN j. Following [35], τ2k,j is
obtained as:

τ2k,j=
βk,jIkzk

f2
j

K∑
k=1

xk,j

(7)

3) Computing time in CDC: MD k’s offloaded subtasks
are first delivered to EN j, which first runs its scheduled
subtasks and delivers other ones to CDC. γk,jIkzk is the total
number of CPU cycles needed for subtasks scheduled to CDC.
Then, following [36], the computing time of subtasks of MD
k scheduled to CDC, τ3k,j , is calculated as:

τ3k,j=
γk,jIkzk
f3k

(8)

where f3k is a running speed of CDC.

C. Communication time

We use an orthogonal and time-frequency sharing approach,
i.e., OFDMA [37]. Similar to [38], the total bandwidth is
shared by all MDs associated with each EN equally. Besides,
a signal-to-interference-plus-noise ratio (SINR) of an uplink
network between an EN and its connected MDs is measured
[39] at the start of each time slot. W is the channel bandwidth
for each EN, and θk,j is SINR of the network of uplink
between MD k and EN j. According to [33], θk,j is given
as:

θk,j=
Pk(φk,j)

−v|h1|2

N0
(9)

where Pk is MD k’s transmission power. h1 is a circularly
symmetric complex Gaussian variable. v is an exponent con-
stant of the path loss. N0 is the white Gaussian noise power.
φk,j is the distance between MD k and EN j.
Rk,j is MD k’s rate of data transmission associated with

EN j. It is associated with the channel bandwidth, SINR, and
the offloading strategy of MDs [38], i.e.,

Rk,j=
W log (1+θk,j)

K∑
k=1

xk,j

(10)
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Application programs are assumed to have already been
installed in hybrid edge and cloud systems servers. Subtasks
of each MD offloaded to CDC need to be transmitted through
their connected EN, along with ones to be offloaded to the
EN. Thus, each MD has to transmit the input data of subtasks
offloaded to its connected EN and CDC via an available uplink
channel. Let τak,j denote the offloading time from MD k to EN
j. It is calculated by dividing the total offloaded data by the
data transmission rate, where the total offloaded data equals
the total data offloaded to EN and CDC. Then,

τak,j=
(βk,j+γk,j)Ik

Rk,j
=

(βk,j+γk,j)Ik

(
K∑

k=1

xk,j

)
W log

(
1+

Pk(φk,j)−v|h1|2
N0

) (11)

Each EN is connected to CDC through a wired backhaul
network, and Mj is the transmission rate of the backhaul
network. The backhaul network bandwidth is shared equally
among all MDs associated with the EN. τ bk,j is the time for
transmitting subtasks of MD k to CDC by EN j, which is
given as:

τ bk,j=

γk,jIk

(
K∑

k=1

xk,j

)
Mj

(12)

This work ignores the time of transmitting the output result
from each EN or CDC back to MDs because its data size is
less than that of the input data [1], [40].

D. Completion time of MDs

We focus on applications consisting of multiple subtasks
with inter-dependency. For example, a mobile visual search is
a typical dependent application for electrical tourism services.
It has six significant subtasks, i.e., region of interest position-
ing, object detection, classification of video images, semantic
analysis of video images, feature extraction, and information
searching [41]. Each subtask relies on the execution result
of its preceding ones. Each subtask’s output is used as input
for the following subtask. We split the subtasks into three
interdependent parts completed in the beginning, middle, and
final stages. In the beginning stage, the subtasks are executed
in MDs. Each MD begins to run its subtasks and offloads
others to its connected EN simultaneously. Each MD delivers
the executed output of its subtasks to its associated EN. Upon
getting the output, the EN executes its scheduled subtasks
and delivers them simultaneously to the CDC. After the EN
completely executes its subtasks, the EN further transmits the
yielded output to CDC. At last, the CDC transmits the finally
yielded output back to MD. τ̃1k is the time when the EN begins
executing its scheduled subtasks, which is given as [38]:

τ̃1k=max
{
τ1k , τ

a
k,j

}
(13)

τ̃ak,j is the time from the beginning of running in EN to that
of running in CDC, i.e.,

τ̃ak,j=max
{
τ2k,j , τ

b
k,j

}
(14)

T̃k is the time of completing the execution of all subtasks
from MD k, which is given as:

T̃k=τ̃
1
k+

J∑
j=1

xk,j τ̃
a
k,j+

J∑
j=1

xk,jτ
3
k,j (15)

T̂k is the upper limit of T̃k, which is given as:

T̃k≤T̂k (16)

E. CPU and memory usage in ENs

ϕ̂1j is the number of EN j’s total CPU cycles. The total
number of CPU cycles required by all MDs associated with
EN j cannot be larger than ϕ̂1j , i.e.,

K∑
k=1

Ikβk,jzk≤ϕ̂1j (17)

ϕ̂2j is the number of EN j’s total memory units. The total
number of memory units required by all MDs associated with
EN j cannot be larger than ϕ̂2j , i.e.,

K∑
k=1

Ikβk,jwk≤ϕ̂2j (18)

where wk is the number of memory units required to execute
a bit of data of MD k.

F. Modeling of execution cost

Following [33], MD k’s power consumption is q1k
(
f1k

)3
. q1k

is a parameter depending on MD k’s chip architectures. f1k
is MD k’s running speed (CPU cycles/sec.). f̂1k is the upper
limit of f1k , i.e.,

0≤f1k≤f̂1k , f1k∈N+ (19)

The executing time of the scheduled subtasks in MD k is
Ikzkαk

f1
k

. The energy consumption of executing the scheduled

subtasks in MD k is Ikzkαkq
1
k

(
f1k

)2
. Êk is the upper limit of

MD k’s available energy, i.e.,

Ikzkαkq
1
k

(
f1k

)2≤Êk (20)

ψ1
k is MD k’s electricity price. 𭟋1 is the energy consumption

of running subtasks in MDs, i.e.,

𭟋1=

K∑
k=1

(
ψ1
kIkzkαkq

1
k

(
f1k

)2)
(21)

𭟋2 is the cost of all ENs and ψ2
j is the price of electricity for

EN j. q2j is a parameter showing EN j’s chip architectures. f2j
is EN j’s running speed (cycles/sec.). Ê2

j is EN j’s upper limit
of available energy. The total energy consumption of running
EN j’s subtasks cannot be larger than Ê2

j , i.e.,

K∑
k=1

(
Ikzkβk,jq

2
j

(
f2j

)2)≤Ê2
j (22)
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Following [42], 𭟋2 is given as:

𭟋2=

K∑
k=1

J∑
j=1

(
ψ2
j Ikzkβk,jq

2
j

(
f2j

)2)
(23)

𭟋3 is the cost of CDC. µ3 is the cost of executing a CPU
cycle of CDC. Then,

𭟋3=µ3

 K∑
k=1

Ikzk J∑
j=1

γk,j

 (24)

𭟋 is the cost of the collaborative edge and cloud system,
which is obtained as:

𭟋=𭟋1+𭟋2+𭟋3 (25)

G. Constrained optimization problem

Following the discussion above, the problem of total cost
minimization for the collaborative edge and cloud system is
given as follows:

Min
α,β,γ,x

{𭟋}

subject to

Ikzkαkq
1
k

(
f1k

)2≤Êk (26)
K∑

k=1

(
Ikzkβk,jq

2
j

(
f2j

)2)≤Ê2
j (27)

τ̃1k+

J∑
j=1

xk,j τ̃
a
k,j+

J∑
j=1

xk,jτ
3
k,j≤T̂k (28)

K∑
k=1

Ikβk,jzk≤ϕ̂1j (29)

K∑
k=1

Ikβk,jwk≤ϕ̂2j (30)

αk+

J∑
j=1

βk,j+

J∑
j=1

γk,j=1 (31)

0≤f1k≤f̂1k , f1k∈N+ (32)
J∑

j=1

xk,j≤1 (33)

K∑
k=1

xk,j≤Sj (34)

βk,j , γk,j≤xk,j (35)
0≤αk, βk,j , γk,j≤1 (36)
xk,j∈{0, 1} (37)
xk,j=0, ∀j /∈πk (38)

𭟋 is nonlinear regarding decision variables. αk, βk,j , γk,j
are real and xk,j is integer. Besides, many constraints, e.g.,
(26) and (27), are also nonlinear regarding decision variables.
The optimization objective 𭟋 of the problem and several of its
constraints, (26)–(28), are nonlinear, and its decision variables
include continuous and discrete types. This problem combines

the combinatorial difficulty of optimizing over discrete and
continuous variable sets with the challenge of handling the
nonlinear optimization function 𭟋. It is an NP-hard problem,
and its solution usually needs to find enormous search trees.
Thus, it is a typical MINLP problem [43].

This real-world problem cannot be solved to global op-
timality with deterministic, plane-cutting, relaxation-based,
or branch-and-bound methods because it is too large and
generates a huge search tree, and it has to be solved in real-
time. Thus, obtaining a good solution faster than waiting for
the optimal one is more desirable. This work resorts to meta-
heuristic search algorithms that quickly provide a close-to-
optimal point without optimality guarantees. Meta-heuristics
accelerate deterministic methods. We adopt an approach of
penalty function [44] to handle these constraints. Each con-
straint is first transformed into a non-negative penalty value.
Then, a new evaluation metric is obtained as its new objective
function. As shown in (39), the penalty of each inequality
constraint χ1 is (max{0,−

=

hχ1
(ℏ⃗)})2, and that of each equality

constraint χ2 is
∣∣ ̸=hχ2

(ℏ⃗)
∣∣2. The total penalty, Ω, is 0 if all

constraints are met.

Min
ℏ⃗

{
𭟋̃=

∞
NΩ+𭟋

}
(39)

Ω=

̸=
N∑

χ1=1

(max{0,−
=

hχ1
(ℏ⃗)})2+

=
N∑

χ2=1

∣∣ ̸=hχ2
(ℏ⃗)

∣∣2
=

hχ1
(ℏ⃗)≥0

̸=
hχ2

(ℏ⃗)=0

where ℏ⃗ is a vector of decision variables. 𭟋̃ is a transformed

objective function.
∞
N is a positive number.

̸=
N (

=

N) is the
number of inequality (equality) constraints.

IV. GENETIC SIMULATED-ANNEALING-BASED PARTICLE
SWARM OPTIMIZER WITH AUTO-ENCODER

Traditional approaches cannot well solve MINLP, e.g.,
dynamic programming methods [45] and gradient descent
ones [46]. These methods can only be applied if specific
mathematical properties are met, and they can only obtain
low-quality solutions given a limited time. Meta-heuristic algo-
rithms can effectively solve MINLP problems, considered the
most complex optimization. PSO follows simple exploratory
behaviors of bird movements and fish schooling. In PSO, the
position and velocity of each particle are randomly initialized.
PSO memorizes the best position of the swarm and that of
its own, as well as the velocity. In each generation, a particle
adjusts the velocity of each dimension according to search
experiences of its own and the swarm. Each particle updates
its position iteratively in the multi-dimensional search space
until it reaches the stopping criterion or the optimal result.
Connections among different dimensions of the problem space
are realized via objective functions. However, PSO is fast but
has an issue of early convergence [15].

SA starts with an arbitrarily generated solution to a problem.
A newly generated solution is rejected or accepted based on
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probability. An improved solution with a better objective func-
tion value is accepted with certainty. In contrast, a deteriorating
solution is received with a probability depending on the degree
of worsening of the solution and the current temperature.
SA yields a sequence of solutions. The temperature at early
stages in SA is higher, increasing the acceptance probability
of a worsening solution. This probabilistic acceptance of the
worse solution enables SA to escape local optima. As iterations
continue, the temperature decreases following a chosen cool-
ing schedule, decreasing the acceptance probability of worse
solutions. However, SA has a high global search ability and
relatively slow convergence [14].

GA mimics natural selection (survival of the fittest) and
biological reproduction of the fittest individual. The optimal
solution (the fittest individual) is yielded from generation to
generation without relying on the strict mathematical formu-
lation. The optimal solution comprises the best components
(genes) of the fittest individual in previous generations. GA is
a nonlinear, stochastic process and discrete event rather than a
mathematically guided algorithm. GA works on a population
of individuals and chooses a parent pool from the population
using the selection criteria to prepare the next generation. The
crossover and mutation operations provide the population with
new individuals. The crossover operation yields offspring by
exchanging partial bit strings and inverting bits between two
parents. The mutation operation may flip some genes of the
new offspring. GA evaluates each individual with a specific
fitness function. In the last generation, the fittest individual is
viewed as the optimal solution and yielded. GA has a high
diversity of individuals due to its genetic operations, yet its
running speed is unsatisfying [47].

The AE structure is a symmetrical network including an
encoder and a decoder [48]. The former encodes the orig-
inal input (the locally best positions of particles) into low-
dimensional hidden variables to learn important features. The
encoding function is denoted by Γ(·). The latter restores
hidden variables to those with the original dimension. The
decoding operation is denoted by Θ(·). The output of the
optimal AE perfectly yields the original input. ϖ denotes a
training sample (the locally best position). ϖ̃ is the output of
the optimal AE, i.e.,

ϖ̃=Θ(Γ(ϖ))≈ϖ (40)

We propose a novel meta-heuristic optimization algorithm,
GSPAE, to solve the optimization problem in Section III.
GSPAE adopts genetic operations to yield a superior exemplar
for each particle. GSPAE combines GA and PSO cohesively. It
consists of three major steps: 1) producing superior exemplars
with GA, 2) changing particles in PSO, and 3) utilizing AE to
guide the evolution of particles with distribution characteristics
of the locally best positions. Specifically, each particle in
GSPAE is affected by its superior exemplar, the globally best
position, and its locally best position.

Specifically, the main characteristics of GSPAE are listed
here. First, PSO’s particles learn from superior exemplars,
which are high-quality and more diversified, thereby avoiding
a problem of premature convergence. Second, SA’s rule of
Metropolis acceptance is used to update superior exemplars

and find global optima with high possibility. Third, the genetic
information of high-quality particles is propagated back to GA
for yielding better superior exemplars. Fourth, AE utilizes
high-quality particles and updates particles to optimize the
optimization process. GSPAE finds close-to-optimal decision
variables. The flowchart of GSPAE is given in Fig. 2.

Perform GA' crossover, mutation and selection

Initialize positions and velocities of particles in PSO

Update particles' velocities

Update particles' positions according to SA's 

Metropolis acceptance rule

Input

Hidden Layer

( )

Output

( )

Encoder Decoder

Input

Hidden Layer

( )

Output

( )

Encoder Decoder

Termination condition

Output the globally best position

Modification condition

Yes

No A set of locally best positionsA set of locally best positionsYes

No Train AE

Modify current particles by AE
Particles

Best position
Particles

Best position

Fig. 2. Process of GSPAE.

GSPAE first initializes the positions and velocities of parti-
cles in PSO. Then, it performs GA’s crossover, mutation, and
selection operations. According to SA’s Metropolis acceptance
rule, GSPAE then updates particles’ velocities and positions.
If the termination condition is met, it outputs the globally
best position; otherwise, if the modification condition is met,
GSPAE selects a set of locally best positions and modifies
them with AE, which extracts features of higher-quality par-
ticles and guides the population toward regions with better
solutions. Then, GSPAE continues its iterations. In addition, if
the modification condition (every certain number of iterations)
is not met, GSPAE directly evolves. GSPAE terminates and
yields the globally best solution if the termination condition
is met.

The particle position includes D entries. The first K ele-
ments keep αk. The next KJ elements keep βk,j . The next
KJ elements keep γk,j . Then, the next KJ elements keep
xk,j . Thus, D=K+KJ+KJ+KJ=K(3J+1). X is a set
of particles in each population. Let |X| denote the particle
number in PSO. pi is particle i’s locally best position. g is
the global best position of the current population. D means
the number of entries in each position. ei means particle i’s
superior exemplar. ei,d is entry d (1≤d≤D) of ei, which is
obtained as:

ei,d=
c1·r1·pi,d + c2·r2·gd

c1·r1 + c2·r2
(41)

where pi,d means entry d of pi, gd is entry d of g, c1 (c2) is
a cognitive (social) acceleration constant for pi,d and gd. r1
and r2 mean random values in (0,1).

GSPAE includes five major components: crossover, muta-
tion, selection, position update, and updating particles with
AE. They are presented next.
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A. Crossover component

It is conducted on pi and g to yield a new individual oi. pκ
is a position of a random particle, and pκ,d is its entry d. If
𭟋̃(pi)<𭟋̃(pκ), oi inherits more dimensions from pκ. Its entry
d (oi,d) is obtained as:

oi,d=

{
rd·pi,d+(1− rd)·gd 𭟋̃(pi)<𭟋̃(pκ)

pκ,d otherwise
(42)

where rd is a random value in (0,1). Unlike the random
selection in GA, the previous search information is adopted
to enhance the search efficiency.

B. Mutation component

ζ denotes the given mutation possibility. For each entry d,
if rd<ζ, oi,d is changed with a value in (λ̌d, λ̂d), i.e.,

oi,d=rand(λ̌d, λ̂d), if rd<ζ (43)

where λ̌d and λ̂d mean lower and upper limits of element d
of particle i. In this way, the mutation component increases
the diversity and distribution of superior exemplars.

C. SA-based selection component

SA’s Metropolis acceptance rule is utilized to conditionally
select oi or ei. If 𭟋̃(oi)<𭟋̃(ei), oi is used. ηt is the tempera-

ture in iteration t. If 𭟋̃(oi)≥𭟋̃(ei) and exp
(
− 𭟋̃(oi)−𭟋̃(ei)

ηt

)
>ξ,

oi is used. ξ is a random value in (0,1). If exp
(
− 𭟋̃(oi)−𭟋̃(ei)

ηt

)
≤ξ

and 𭟋̃(oi)≥𭟋̃(ei), ei is fixed. Thus,

ei=


oi, 𭟋̃(oi)<𭟋̃(ei)

oi, 𭟋̃(oi)≥𭟋̃(ei) and exp
(
− 𭟋̃(oi)−𭟋̃(ei)

ηt

)
>ξ

ei, 𭟋̃(oi)≥𭟋̃(ei) and exp
(
− 𭟋̃(oi)−𭟋̃(ei)

ηt

)
≤ξ

(44)

D. Position update of particles

vi means particle i’s velocity and ℏ⃗i denotes its position.
ℏ⃗i,d is entry d of ℏ⃗i. They are updated as follows:

vi,d = ωt·vi,d + c·rd·(ei,d − ℏ⃗i,d) (45)

ℏ⃗i,d = ℏ⃗i,d + vi,d (46)

ωt=ω̂ −
t(ω̂ − ω̌)

t̂
(47)

where t̂ means the number of iterations, ωt means the inertia
weight in iteration t, c is a parameter reflecting the variation
between ei,d and xi,d, and ω̌ and ω̂ are lower and upper limits
of ωt.

E. Particle update with AE

A particle (⃗ℏ) is modified by the trained Γ(·) and Θ(·). ˜⃗ℏ
is the yielded output of AE, i.e.,˜⃗ℏ=Θ(Γ(ℏ⃗)) (48)

The locally best positions are utilized as training data
to retrain AE every t̃ iterations. During this reconstruction,
particles are infused with high-quality particles. This pro-
cedure enhances the population’s overall quality, guiding it
towards the solution space inhabited by high-quality solutions.
Consequently, it facilitates the population’s exploration of the
solution space where higher-quality solutions exist.

Algorithm 1 GSPAE
1: Initialize the positions and velocities
2: Obtain 𭟋̃(ℏ⃗i) with (39)
3: Determine pi and g
4: Perform the parameter initialization of SA, GA, PSO, and

AE
5: t← 1
6: ηt ← η1
7: while t≤t̂ do
8: Perform the crossover (42) to yield oi
9: Perform the mutation (43) on oi

10: Perform the SA-based selection to update ei
11: Update vi and ℏ⃗i of particle i with (45) and (46)
12: Obtain 𭟋̃(ℏ⃗i) of particle i with (39)
13: Change pi and g
14: ωt ← ω̂− t(ω̂−ω̌)

t̂
15: t← t+ 1
16: ηt ← ηt∗δ
17: if t%t̃==0 then
18: Train the AE
19: Reconstruct each particle (⃗ℏ) with AE
20: end if
21: end while
22: return g

Algorithm 1 gives pseudo codes of GSPAE. Line 1 initial-
izes the velocities and positions. Line 2 obtains 𭟋̃(ℏ⃗i) of each
particle i with (39). Line 3 updates pi and g, respectively.
Line 4 performs the parameter initialization of SA, GA, PSO,
and AE. Line 6 initializes η with η1, which denotes the initial
temperature of SA. The while loop continues if t≤t̂ in Line
7. Line 8 performs the crossover (42) to update oi. Line 9
performs the mutation (43) on oi. Line 10 performs the SA-
based selection to change ei. Line 11 updates vi and ℏ⃗i of
particle i with (45) and (46), respectively. Line 12 obtains
𭟋̃(ℏ⃗i) with (39). Line 13 updates pi and g, respectively. Line
14 decreases ωt from ω̂ to ω̌ linearly. Line 16 reduces ηt by
δ. Line 15 changes t. If t%t̃ is 0, Line 18 retrains the AE.
Line 19 reconstructs ℏ⃗ with the AE. Finally, Line 22 returns
g, including decision variables of α, β, γ, and x.

We further give the complexity of Algorithm 1. The main
complexity is caused by the while loop. Lines 8–16 show that
the complexity of the crossover, the mutation, the selection
with SA, and the update OF positions in each iteration is
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O(|X|D). The complexity of training AE is O(D|T |ϱ). ϱ
means the number of epochs in AE, and |T | is the number
of training samples. Thus, D=K(3J+1), and the complexity
of each iteration is O((|X|+ |T |ϱ)K(3J+1)). Algorithm 1’s
complexity is O((|X|+ |T |ϱ)K(3J+1)t̂).

V. PERFORMANCE EVALUATION

We evaluate GSPAE by considering a region with multiple
ENs and J=10. MDs handle real-world application tasks,
i.e., Linpack benchmarks for Android [49], which can either
be fully completed in MDs or partially scheduled to remote
servers. GSPAE is implemented with PyCharm 2022 in a
server with an Intel® CoreTM i7-12700H CPU with 12-core
4.9 GHz processors and 32-GB memory.

A. Parameter Setting

Similar to [33], MDs’ parameters are given here. wk=8,
f̂1k=4×108, Êk=6 J, Pk=0.1 W, T̂k=2.5 sec., f1k=4×108,
q1k=10−26, ψ1

k=5.06×10−6 $/J, zk=100 cycles/bit, and
Ik=[3,072,000, 21,504,000]. For each MD, if its distance
from EN j is beyond 800 m, j /∈πk; otherwise, j∈πk. ENs’
parameters are given here. v=4, Mj=100 Mbps, W=10 Mhz,
h1=0.98, ϕ̂2j=2 GB, Sj=5, Ê2

j =20 J, ϕ̂1j=8×109, ψ2
j =2.5×10−6

$/J, q2j =10−27, and f2j =8×108. CDC’s parameters are given
here. f3k=2.5×109 cycles/sec., and µ3=1.142×10−9 $ per CPU
cycle. Following [1], GSPAE’s parameters are given in Table
II. The number of neurons in the hidden layer in AE is 2

3 of
that in the layer of input, the number of epochs is 200, the rate
of learning is 10−3,

∞
N=103, and the function of activation is

sigmoid. Here, we have two parameter settings for demonstrat-
ing the performance of GSPAE. In parameter setting 1, K=10,
J=10, Sj=5, and Ik∈[3,072,000,21,504,000]. In parameter
setting 2, Ik=21,504,000, K∈[1, 11], J=10 and Sj=5.

TABLE II
MAIN PARAMETER SETTING OF GSPAE

|X| c c1(c2) ζ η1 δ t̂ t̃ ω̌ ω̂

50 1.49618 0.5 0.2 108 0.95 2,400 200 0.4 0.95

B. Experimental results

We first compare GSPAE with its typical peers, including
SA, GA, SA-based PSO (SAPSO), and GSPSO.

1) SA [50] jumps from the locally best solutions and finds
global optima in theory. The Comparison between it and
GSPAE proves GSPAE’s search accuracy.

2) GA [51] owns high individual quality due to its genetic
operations. Thus, GSPAE’s Comparison with GA can
show its search accuracy.

3) SAPSO [52] owns quick convergence of PSO and
SA’s high accuracy. Therefore, the comparison between
GSPAE and SAPSO can demonstrate the accuracy and
convergence of GSPAE’s search.

4) GSPSO [1] has excellent optimization ability in solving
low-dimensional optimization problems. In contrast to it,

GSPAE integrates an AE to enhance global search accu-
racy. Specifically, the locally best positions are training
samples for updating AE every t̃ iterations, which ex-
tracts features of high-quality solutions and reconstructs
outputs based on them. Then, the trained AE modifies
each particle in the current population according to the
grasped features. In addition, GSPAE’s search capability
in high-dimensional MINLP is enhanced due to our novel
integration of AE. The Comparison between GSPSO
and GSPAE proves the improvement brought by AE to
GSPAE.

C. Algorithm comparison with parameter setting 1

Fig. 3 illustrates the cost of SA, GA, SAPSO, GSPSO,
and GSPAE given different Ik with parameter setting 1. We
change Ik and fix other parameters here. The cost of each
algorithm increases when Ik is larger than 9,216,000. MDs and
ENs have limited computing abilities and cannot satisfy users’
latency bounds. Therefore, in this way, MDs must offload
some subtasks to CDC, increasing the cost. The cost of GSPAE
is decreased by 17% and 33% compared to GSPSO when
Ik=18,432,000 and Ik=15,360,000, respectively. Figs. 4–6
show penalties, cost, and fitness values of SA, GA, SAPSO,
GSPSO, and GSPAE in each iteration with parameter setting
1. Here, the fitness is calculated by (39). Given this MINLP,
larger Ik means fewer solutions satisfy the latency constraint
(16). This means that the problem with larger Ik is more
difficult to solve by GSPAE.
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Fig. 3. Cost of SA, SAPSO, GA, GSPSO, and GSPAE versus Ik .
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Fig. 4. Penalties of SA, GA, SAPSO, GSPSO, and GSPAE.
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Fig. 5. Cost of SA, GA, SAPSO, GSPSO, and GSPAE.

Fig. 4 shows that only GSPAE and GSPSO obtain valid
solutions at the end of their iterations. The result demonstrates
that GSPAE and GSPSO have excellent search capabilities
that surpass their peers. It is also shown that the final cost
(7.2698 $) of GSPAE is the least among the five algorithms.
In addition, unlike GA, SA, and SAPSO, after the penalties
are close to 0, the cost of GSPAE and GSPSO is constantly
reduced, indicating that they jump out of locally best solutions.
Furthermore, Fig. 6 shows the fitness values of five algorithms
in each iteration with parameter setting 1. It is demonstrated
that SA and SAPSO converge with fewer iterations than
GSPAE, but their final fitness values are much larger than
GSPAE’s. GSPAE yields the least fitness value with the
fewest iterations, the reason is that it combines strong global
search ability of SA and fast convergence of PSO to yield
a high-quality solution by integrating the merits of different
algorithms, which verifies its convergence speed and search
accuracy.
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Fig. 6. Fitness values of SA, GA, SAPSO, GSPSO, and GSPAE when K=10,
J = 10, and Ik=21, 504, 000.

D. Algorithm comparison with parameter setting 2

As K becomes larger, the dimension of each solution
increases dramatically, and the search space also grows ex-
ponentially. Figs. 7 and 8 show the penalties and the cost
of SA, GA, SAPSO, GSPSO, and GSPAE versus K with
the parameter setting 2. It is shown that when K≤5, all
algorithms obtain their valid solutions, and the cost of GSPSO
and GSPAE is the same and the smallest. When K>5, SA,
SAPSO, and GA fail to find valid solutions with penalties

of 0 in the huge solution space, yet GSPSO and GSPAE
successfully obtain valid ones. Furthermore, When K>5, the
cost of GSPAE is smaller than that of GSPSO, which illustrates
that the AE effectively improves the optimization ability of
GSPAE in solving the high-dimensional MINLP. Thus, the
results with two parameter settings demonstrate that GSPAE
achieves the best among all algorithms with good robustness.
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Fig. 7. Penalties of SA, GA, SAPSO, GSPSO, and GSPAE versus K.
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Fig. 8. Cost of SA, GA, SAPSO, GSPSO, and GSPAE versus K.

E. Allocation of subtasks

Fig. 9 shows the allocation ratios of subtasks versus Ik.
More subtasks are scheduled to ENs when Ik<6,144,000. This
is because ENs have more resources than MDs, and their cost
is less than that of MDs. When Ik∈[6,144,000,12,288,000],
more subtasks are scheduled to MDs because ENs own limited
computing resources and fail to run all subtasks. Besides,
MDs’ prices are cheaper than those of the CDC. When
Ik>12,288,000, due to CDC’s almost unlimited resources,
more subtasks are offloaded to it. The ratio of subtasks
allocated to MDs decreases when Ik>15,375,000. The number
of subtasks allocated to MDs does not decrease, but it reaches
the processing limits of MDs. Therefore, as Ik increases, α
decreases accordingly, which is reflected in Fig. 9.

Fig. 10 shows allocation ratios of subtasks versus K. The
allocation ratio for MDs is almost fixed, ENs are reduced,
and CDC is reduced as K increases. The subtask number
scheduled to ENs reaches their capacities because of their
limited capacities of CPU cycles and memory units as K
increases. In addition, a more significant number of subtasks
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are scheduled for CDC because of its sufficient resources.
Nevertheless, the execution cost in CDC is larger, increasing
the total system cost.
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Fig. 10. Allocation ratios of subtasks versus K.

F. Comparison of different strategies

To prove the performance of GSPAE, we compare GSPAE
with three typical methods [38] on adaptive offloading and
partitioning.

1) M1. Each subtask is scheduled for MDs;
2) M2. Each subtask is scheduled between MDs and ENs

and
3) M3. Each subtask is scheduled between MDs and CDC.
Fig. 11 shows the fitness value of each algorithm versus

Ik. It is shown that when Ik<9,216,000, the fitness values
of the four methods are all small. The reason is that when
Ik is small, subtasks in M1 and M3 are directly executed in
MDs. In addition, subtasks in M2 and GSPAE are directly
executed in ENs, and smaller fitness values are achieved.
When Ik>9,216,000, MDs fail to perform all subtasks in
their latency limits with their limited resources. Thus, the
penalty of M1 increases linearly, increasing its fitness value.
For M2, M3, and GSPAE, some subtasks are offloaded to ENs
and CDC. When Ik∈[9,216,000, 12,288,000], M3 offloads
some subtasks to CDC whose price is higher than that of
ENs. Thus, M3’s cost is higher than that of M2 and GSPAE.
When Ik>12,288,000, M2’s penalty increases due to the
limited resources of ENs and MDs. Due to the unlimited
computing resources in CDC, M2, and GSPAE, both satisfy all
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Fig. 12. Fitness value of each algorithm versus K.

constraints. Thus, GSPAE’s cost is the lowest, and the increase
in its fitness value is also the slowest.

Fig. 12 illustrates the fitness value of each algorithm versus
K. The fitness values of M1, M3, and GSPAE increase linearly
when K increases and Ik remains unchanged. For M1, the
reason is that MDs have limited energy and resources, which
increases its penalty. For M3 and GSPAE, the increase in their
fitness values is the increase in their cost. M2’s fitness value
increases suddenly when K>7. This is because when K is
very large, the energy and resources of MDs and ENs are
insufficient to execute all subtasks, and therefore, the penalty
of M2 increases. Finally, GSPAE yields the least fitness value,
which proves its superiority.

VI. CONCLUSIONS AND FUTURE WORK

Edge nodes (ENs) are usually on the network’s edge and
run offloaded mobile device tasks (MDs) to support fast
services for latency-sensitive applications. However, ENs and
MDs usually have constrained computing and communica-
tion resources and cannot wholly run offloaded subtasks.
Therefore, a collaborative edge and cloud system will uti-
lize a cloud data center (CDC) to provide fast services.
We aim to optimize the total cost of the collaborative edge
and cloud system by optimizing task split, task offloading,
and user associations of dependent subtasks. We present a
mixed integer nonlinear programming problem and propose
a novel meta-heuristic optimization algorithm named Genetic
Simulated-annealing-based Particle swarm optimization with
Auto-Encoder (GSPAE) to solve it. GSPAE obtains a near-
optimal mechanism to determine association relations between
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ENs and MDs and offloading ratios of subtasks in MDs, ENs,
and CDC. Extensive experiments demonstrate that GSPAE
reduces the total cost by at least 17% compared to typical
benchmark methods while adhering to latency limits and
resource capacities for energy, communication, and computing
of both ENs and MDs.

In the future, we plan to consider more complicated and
collaborative edge and cloud systems and design more cost-
effective user associations and task-offloading strategies. In
addition, more deep learning models, e.g., stacked sparse
autoencoders, and radial basis functions can be further used
to improve our proposed GSPAE. Besides, we will integrate
surrogate models to predict fitness values of low-dimensional
particles to reduce the number of computations of costly fitness
values.
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